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ABSTRACT
This study evaluates the changes in electricitgesd customers participating in San

Diego Gas and Electric Company’s (SDG&E) Peak Tiebate (PTR) pilot in 2011.
The pilot was undertaken to gain experience oroffegational aspects of and customer
response to such a program, with a view toward recipg to system-wide PTR (also
referred to as “Reduce Your Use Rewards”), witlométic enrollment of approximately
1.2 million residential customers in 2012. Und&Rpconsumers receive bill credits for
reducing usage during certain hours on a limitedloer of event days, which are
announced on the day prior, but face no finan@algfties if they decide not to, or are
unable to respond. This report describes an etrafueonducted to measure the extent
that participating customers succeeded in redutieg event-period usage during the

pilot.

Features of the PTR pilot
SDG&E selected a sample of approximately 3,00@eggial customers for the pilot,

including about 100 customers who were also paditis in SDG&E’s Summer Saver
(SS) air conditioner cycling program. Selected RIIBt participants remained on their
standard residential commodity rate, but were lgligio receive bill credits ($0.75 per
kWh for PTR-only participants, and $1.25 per kWhtfiose also on Summer Saver) for
all measured reductions in energy usage during &/ERt periods. A comparable
control group sample was selected using the samplsa approach. These customers

were selected after all events had taken placewane not informed of their selection.

The SDG&E PTR pilot differs from most previous Ppiots in that participants were
randomly selected and assigned to the programrriéieg asked to volunteer. Pilot
participants were chosen by SDG&E so as to be septative of all residential
customers in the service area. Participants wdoemed of their selection and given
information on the pilot and on ways that they nhigénefit by reducing usage when

events were called.

Due to weather conditions in 2011, the five PTRnéw¢hat SDG&E called occurred on

nearly every unusually hot day in the two climatees (Coastal and Inland) in which
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most residential customers reside. Furthermore dinthe events were called on hot
days in mid-October, by which time customers’ ageran-peak usage was substantially
lower than in August and September, likely dueegslfrequent use of air conditioning.
These features of the PTR pilot events in 2011tedeanalytical challenges to estimating
participating customers’ reductions in usage, du liack of comparable days to use in
comparing their consumption dagad, comparing usage on an event day to usage on
comparably hot non-event days). Fortunately, tfalable control group allowed side-
by-side event-day comparisons and greatly aidedrlagysis.

Study findings
Overall, the study found that those PTR pilot ggrants who were not also enrolled in

Summer Saver reduced their electricity usage butabgercent to 5 percent across the
five PTR events compared to control-group custonadter adjusting for other
differences between the two groups. PTR parti¢goesduced their usage by 4.5 percent
on September 7, the most “typical” summer weekdeneof 2011. This translates into
anaverage hourlyeduction over the seven-hour event of 0.06 k\Wihpear per

customer. Information on the statistical precissbthe estimated usage reductions
indicates that an eighty percent confidence infeax@und the estimated 4.5 percent

reduction on September 7 ranges from 2.6 percefitdtpercent.

The study projects that once SDG&E has expanded$y$iRm-wide, with automatic
enrollment of approximately 1.2 million residenttaistomers in 2012, average event-
hour usage reductions on monthly system peak #e®814, under typical weather
conditions, will range from about 27 MW in May adahe, to a maximum of
approximately 46 MW in September.
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EXECUTIVE SUMMARY

This study evaluates the changes in electricitgesd customers participating in San
Diego Gas and Electric Company’s (SDG&E) Peak TiRebate (PTR) pilot in 2011.
SDG&E is a regulated public utility that provideseegy service to 3.5 million
consumers through 1.4 million electric meters amdenthan 850,000 natural gas meters
in San Diego and southern Orange counties. Thigyigiarea spans 4,100 square miles.
SDG&E’s 2011 system peak was 4,327 MW, which oamliat 2:00 p.m. on September
7th. The majority of SDG&E residential customerns anrolled on an inverted block rate

with four tiers and the average residential ra®0id 7.

The pilot was undertaken to gain experience orofiezational aspects of and customer
response to such a program, with a view toward recipg to system-wide PTR, with
automatic enrollment of approximately 1.2 milliesidential customers in 2012. Under
PTR, consumers receive bill credits for reducinggesduring certain hours on a limited
number of event days, which are announced on th@uar, but face no financial
penalties if they decide not to, or are unableesgpond. This report describes an
evaluation conducted to measure the extent thétpating customers succeeded in
reducing their event-period usage during the pilot.

ES.1 Features of the Pilot

PTR pilot program

The SDG&E PTR pilot differs from most previous Ppiots in that participants were
randomly selected and assigned to the programrradileg asked to volunteer. Pilot
participants were chosen by SDG&E so as to be septative of all residential
customers in the service area. Participants wdoemed of their selection and given
information on the pilot and on ways that they nhigénefit by reducing usage when

events were called.

In most other pilots, mailings are typically semtarget customers, asking them to
volunteer to participate. Through this processséhwho agree to participate may differ

from the average customer, such as having some&tjpa that they are likely to
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benefit from the bill credits by taking actionsremluce usage on event ddyn contrast,
participants in the SDG&E pilot were given informaatafter they were selected and
assigned to the pilot about ways that they mighefieby reducing consumption during
PTR events, but they may have had little intereslaing so.

The PTR pilot had the following features:

« Upto 9 events could be called, where the eventlminwas 11 a.m. to 6 p.fn.

» Enrolled customers were notified on the day prioetents by automated phone
messaging, and could also request notificationutincemail or text message.
They were encouraged to sign up through a welisiteceive electronic
notification.

» The bill credits that participants were eligiblerézeive depended on whether
they used automated enabling technology instaliesligh a SDG&E prograrh.
The basic rebate level was $0.75 per kWh, witheanpum level of $1.25 / kWh
for customers with enabling technology.

» Each participant received one of two types of itictory educational packages;
one emphasized thmancial benefit{“rewards”) of reducing usage during PTR
events, while the other emphasized the poteatisironmental benefi@ssociated
with such reductions in consumption.

* Reductions in energy consumption for rebate calimua were measured relative
to a customer-specific reference level (CRL) thas\wased on an average of their

consumption during the same period on previous.8ays

! The only other pilot of which we are aware thatigised customers to a PTR program through a sagplin
process rather than recruiting volunteers is thst@uer Applications Pilot undertaken in 2010 by
Commonwealth Edison Company in lllinois. Resultsf that pilot have been published by EPRI.

2 SDG&E'’s planned full-scale program will have nmilis on the number of events, but will target 9rese
for the year.

% The only available automated enabling technology the air conditioner cycling devices already
installed for Summer Saver (SS) participants.

* Specifically, usage reductions during event howese measured relative to a customer-specific eafs
level (CRL) defined as consumption during the eweinlow hours averaged over the highest 3 out®f th
most recent 5 similar non-event weekdays. Thedsgtays are defined to be the days with the highes
total consumption between 11 AM and 6 PM. Thelsindays exclude weekends, holidays, and other
PTR event days, and exclude other demand respoogem event days for customers participating in
multiple demand response programs. The CRL foeekend or holiday event is defined as the
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PTR participants

SDG&E selected a sample of approximately 3,00@eggial customers for the pilot,
including about 100 customers who were also paditis in SDG&E’s Summer Saver
(SS) air conditioner cycling program. Selected RIIBt participants remained on their
standard residential commodity rate, but were leliggio receive bill credits for all
measured reductions in energy usage during PTR eeeiods. A comparable control
group sample was selected using the same samplprgach. These customers were

selected after all events had taken place, and maraformed of their selection.

The participant sample was drawn approximately kgtram four climate zones

Coastal, Mountain, Desert, and Inland; and wahé&srdlistributed across threze
categories Low, Medium, and High, based on summer averagg dsage> Average
hourly usage ranged from approximately 0.25 to @\ per hour for the low-usage
categories, 0.6 to 1.0 kwh per hour for the medusage categories, and 1.5 to 2.0 kWh
per hour for the high-use categories. Throughoeiietvaluation we distinguish results by
PTR participants and control group customers whievaéso SS participants (denoted as
PTR-SS and Control-SS) from those that had no snabling technology (denoted as
PTR-NT and Control-NT).

PTR events

Five PTR events were called in 2011. Four of the PTR event days (September 7 and
8, and October 12 and 13) were also SS event dhlisugh the SS events applied only
to the relatively small subset of PTR-SS and C&8 customers. Only one PTR-only
event was called (August 28, a Sunday). All PTBnés spanned the seven-hour period
from 11 a.m. to 6 p.m., while all SS events werg twours in duration, covering the
period of either 1 p.m. to 5 p.m. or 2 p.m. to ®p.Of note, a system-wide outage began
between 3 and 4 p.m. during the September 8 ewtinth caused all customers’ loads to

drop to zero for the remaining event hours. Whekults for the hours prior to the outage

consumption during the PTR event period for théagg day from within the immediately preceding ¢hre
(3) weekend days.

®> While sample sizes were approximately equal aclismte zones, population weights were applied to
sample averages by climate zone and usage leaplimpriately account for the relatively larger
populations in the Coastal and Inland areas.
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are included in the study, they are not discussetbiail. Two of the events were called
on hot days in mid-October, by which time custorhaverage on-peak usage was
substantially lower than in August and Septemideg|yt due to less frequent use of air
conditioning. SDG&E usually calls demand respasgents on weekdays in the months
of July, August and September, therefore the PTéhteon Septembef™avas the only

“typical” demand response event.

ES.2 Study Findings

Overall, the study found that those PTR pilot ggrantswithoutenhanced technology
(i.e., PTR-NT) reduced their electricity usage by aldbpercent to 5 percent across the
five PTR events compared to Control-NT custométsr adjusting for other differences
between the two groups. These findings are surzetin Table ES-1, which shows
average temperatures, event hours, percentagenhpadts, and average hourly load
impacts per customer. For the most “typical” summeekday event (September 7),
PTR participants reduced their usage by 4.5 perednth translates into average
hourly reduction over the seven-hour event of 0.06 k\Wthper per customer.
Information on the statistical precision of themestted load impact coefficients indicates
that an 80 percent confidence interval around #tienated 4.5 percent reduction in
energy usage on September 7 ranges from 2.6 peocént percent.

Table ES-1: Overall PTR-NT Estimated Load Impactsand Event Characteristics

Event Date
28-Aug 7-Sep 8-Sep 12-Oct 13-Oct
Ave. Temp. (11am - 6pm) 83.7 92.7 91.6 93.5 89.5
Event Hours (Hour Ending) 12-18 12-18 12-15" 12-18 12-18
Estimated Load Impact (%) 2.5% 4.5% 5.1% 3.3% 1.2%
Ave. Hourly LI (kW) 0.031 0.056 0.057 0.027 0.011

'Event truncated by outage

These usage reduction findings may be viewed ircdimeext of a survey conducted as
part of a process evaluation of the pilot, whictrfd that about 63 percent of participants
surveyed werawarethat they had been selected for the pilot progiamd,about the

same percentage recalled receiving at least on# awéfication.
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A limited sample size for the subset of joint PTR{&articipants prohibited a
comprehensive analysis of their usage changessaaliodimate zones. Analysis of the
medium and high-usage customers in the Inland areere most of the sample
participants were located, confirmed that they cediutheir usage substantially during SS
event hours, as expected. However, when comparenioads of the Control-SS
customers on days for which both PTR and SS evesits called, estimates of
incremental changes in usage in the non-SS hodhgwhe PTR event window varied

substantially across events.

Finally, we conducted a high-level comparison ofGHE’s estimates of pilot program
usage reductions (calculated using the CRL basafpeoach), which were used for
computing customers’ bill credits, to regressiosdzhestimates from customer-level
regression analysis used in this stldwe found a moderate degree of correlation (0.51)
between the two sets of estimates and the followargentages regarding differences
between cases in which participants were founchbywo methods to haveducedor

increasedusage during event-periods:

* Regression and CRL baseline both indicate a usaged®on 28%

* Regression indicates Reduction, but CRL indicateselase 30%
* Regression indicates Increase, but CRL indicateki&en 6%

* Regression and CRL baseline both indicate a usagedse 35%.

These results suggest that the baseline loadsddpli the regression-based method are
higher than those produced by the CRL baseline detind thus estimate usage
reductions more frequently and in greater amouras tloes the CRL baseline method.

ES.3 Methodology

The objective of this evaluation is to provide esties of usage changes for the PTR
pilot participants using a methodology that is igdecognized as more accurate than
the customer-specific reference level (CRL) methseld by SDG&E for the purposes of

® These customer-level analyses were used to exatiffeeences in usage changes across customers;
however, pilot-level estimates of usage reductisase obtained through an analysis of usage difteren
between averages fgroupsof participant and control customers, as describéde methodology section
below.
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calculating bill credits. The merit of the CRL rhetl's estimates of usage changes lies in
its utilization of information that is availablerfparticipating customers shortly after

each event and therefore can be used to calculbateddlits in a timely manner.

However, the evaluation methods used in this rapaike use of information not

available in the few days following each event,hsas hourly load data for all participant
and control group customers spanning the entirarsemseason, as well as hourly
weather data from relevant weather stations. Thdd#ional data provide the

opportunity to estimate load reductions for eadbt@vent with greater accuracy.

The availability of the control group data allowemmparisons of differences between
PTR participant and control group loads on evegsa@ad non-event days, and
contributed greatly to the ability to illustratedameasure pilot program load impacts.
That is, after adjusting for persistent differenceasage patterns and weather sensitivity
between the two groups on non-event days, eventisiage levels for the control group
customers effectively serve as reference loadthiparticipant groups.€., an estimate

of what their usage pattern would have been iratience of the event).

The availability of the control group was partialyavaluable in this evaluation of the
2011 pilot because of the fact that PTR events walted on essentially every hotter
than normal day, which limited our ability to eséite participants’ usage reductions by

comparing their own usage on comparably hot evetir®n-event days.

To obtain load impact estimates at the needed Ewatail €.g, by climate zone and in
total), the study applied statistical analysisiftedences between the usage of the
average participant and control-group customegnthelimate and usage-level group.
Specifically, the statistical models are equatidesigned to explaidifferencedetween
the hourly loads of participant and control-grouigstomers, by means of a series of
explanatory factors such as time of day, day ofkweeather conditions, and occurrence

"That is, it is difficult to statistically disentgte thepositiveeffect of hot temperatures on consumers'’
energy consumption in afternoon hours, from thepidl negativeeffect of any actions that they may
have taken to reduce usage during PTR event hours.
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of PTR eventé. The effect of each factor is reflected in théneated coefficient

associated with the factor.

Importantly, the coefficients on the factors, orighles, that indicate hours on an event
day represent estimates of the effect of the emeithe difference between participant
and control group usage. We then sum the estimes&ge reductions across size group
and region (using appropriate sample weights) tainloverall estimates of pilot-level
usage reductions. This methodology representassiclevaluation approach of
estimating program impacts by comparing differermetsveen treatment (participant)
and control groups in the variable of interest( hourly electricity consumption during

event hours), after accounting for other measurdifilerences between the groups.

Figure ES-1 illustrates the evaluation methodolagg a key pilot finding using observed
data on the overall average hourly load profilethefPTR participants and control group
customers for the September 7 event day. The gegrarticipant load (dashed line)
tracks the average control group load (solid lopaje closely during the morning hours,
before dipping below the control group load dunngst of the event period hours.
Similar load comparisons foron-eventays, shown in the body of the report, indicate
that average participant usage typicatkgeedsverage control-group usage during the
afternoon hours in which events apply. The staibtnalysis described above takes into
account these persistent differences in participadtcontrol-group usage on non-event
days when measuring the differences in usageventdays that were presented above

(e.g, the estimated 4.5 percent usage reduction o8¢pgeember 7 event).

8 The model needs to account for weather condi@mmsday-type characteristics (such as day of weeek)
account for any systematic differences between &idRcontrol-group loads aron-eventlays due to
normal sample variability. While these differenceasy be small (e.g., less than 2 percent duringdeae
afternoon hours), they are relevant for measutiegtagnitude of load impacts on P&Rentdays.
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Figure ES-1: Overall PTR-NT and Control Group Load Profiles —
September 7 Event
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ES.4 Anticipated Future Usage Reductions

As noted in the introduction to this summary, SDGgIEns to expand PTR system-wide,
with automatic enrollment of approximately 1.2 moifl residential customers in 2012.
The final element of this study involved developanfprecast of anticipated usage
reductions of residential customers who are infaroitheir enrollment in PTR and
notified when events, referred to as “Reduce YoseUays, are scheduled to occur.
Developing these estimates of future PTR usagectihs involved combining
information on the usage reductions found in thetpor 2011, described above; findings
on awareness of those customers enrolled in tbg fibm process evaluation surveys;

and SDG&E forecasts of residential customers.

Based on these information sources, the study gisojbat average event-hour usage
reductions on monthly system peak days in 2014eutypical weather conditions, will
range from about 27 MW in May and June, to a maxinod approximately 46 MW in

September.
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ES.5 Conclusions

The findings of the load impact evaluation of SDG&PTR pilot program for 2011 may

be summarized in the following high-level points:

The average PTR participant without enabling tetdgyo(i.e., who was not also
enrolled in SDG&E’s Summer Saver air conditionetling program) reduced
electricity usage during the five PTR events by ane ranging from about 1
percent to 5 percent compared to the average d¢agrtvap customer, including
4.5 percent on the one event that represents eatygaimmer weekday.

The estimated PTR usage reductions for the pisamewhat smaller than the
estimates from a number of other pilots undertakervcent years throughout the
U.S? The difference in outcomes is likely due largelylifferent pilot designs.
That is, SDG&E’s pilot simulates an automatic elmeint design; participants
were selected at random from the general populatahassigned to the pilot. In
contrast, most other pilots have recruited volursté®m a target population,
often requiring contacts with up to 20 customersefach successfully enrolled
participant. These volunteers might be expectdzbtmore aware of and
favorably disposed toward the program than a cust@®lected at random and
assigned to the pilot. In addition, several ofpiets have featured bill credits
that are greater than the $0.75 per kWh-reducéueiiSsDG&E pilot, where the
larger credits provide greater incentives to reduszge.

The subset of PTR-SS participants reduced loadauitely during SS event
hours as expected. However, their usage chaniggivego Control-SS
customers, in PTR hours outside of SS event heargd considerably by event,

and were not statistically significant for the twad-October events.

° Estimates of percent reductions in peak load foeloPTR pilots have typically ranged from 10 to 20
percent for customers without enabling technolagies
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1. Introduction and Purpose of the Study

This report describes the results of a load impaatuation of San Diego Gas and
Electric Company’s (SDG&E) Peak Time Rebate (PTiRX program for the 2011
program year. Under PTR, consumers receive l@tlits for reducing usage during
certain hours on a limited number of event daysciwhre announced on the day prior,
but face no financial penalties if they do not regluDuring the pilot, participants were
automatically notified of events by phone, but weneouraged to also sign up for
notification by email or text. The impact evalwatianalysis includes estimatione
postload impacts for each PTR event, and the allosatal those impacts by climate
zone and customer type.

An important feature of the SDG&E PTR pilot thaffelientiates it from most previous
PTR pilots is that potential participants were remruited and asked to volunteer to
participate. Instead, participants in the PTRtpllere randomly selected by SDG&E
and assigned to the pilbt. Participating customers were informed of theleston and
given information on the pilot and on ways thatyth@ght benefit by reducing usage
when events were called. In addition, a controugrof comparable customers was
selected using the same sample design.

This pilot design differs sharply from most of tthgnamic pricing pilots that have been
conducted in recent years around the U.S., whasdtsehave been reported in a number
of forums. In those pilots, customers who voluntegparticipate logically have some
expectation that they are willing or able to takgéans such as reducing usage on event
days, which will allow them to benefit from the feges of the pilot! In contrast,
participants in the SDG&E pilot are given infornwattiafter their selection about ways
that they might benefit by reducing consumptionmyPTR events, but they may have
little interest in doing so.

The primary objective of this evaluation is to egite theex postoad impacts of the
PTR pilot, including:

» Total pilot and average participant hourly loadugttbns on each event day,
differentiated if possible by climate zone; and
* Incremental hourly load reductions related to ammditioner cycling.

Additional objectives include examination of poiahtlifferences in load impacts
between participants who received alternative eluta materials, and for those
participants who requested additional means of tavetification.

1% The pilot sample was selected on the basis aBéifitd random sample design (using summer average
daily usage as the stratifying variable and difféieted by four climate zones), and as such it is
representative of all residential customers insiwvice area.

' The only other pilot of which we are aware thatigised customers to a PTR program through a
sampling process rather than recruiting volunteetise Customer Applications Pilot undertaken id@0

by Commonwealth Edison Company in lllinois. Thpa# for that pilot may be obtained from EPRI at
http://my.epri.com/portal/server.pt?Abstract_id=000000000001023644.
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The report is organized as follows. Section 2 diees the PTR program, the enrolled
customers, and the events called; Section 3 desctite analysis methods used in the
study; Section 4 contains tke& posioad impact results; Section 5 contains an
assessment of the validity of the results; andi@e& provides recommendations.

2. Description of Resources Covered in the Study

2.1 Program Description

The PTR pilot was designed to study how residentiatomers would respond to a
default program that offers only upside opport@siticustomers may receive rebate
payments for event-period reductions in consumptiom face no financial penalties if
they decide not to respond.

The PTR pilot included the following features:

» Load reductions for rebate purposes were measalative to a customer-specific
reference level (CRL) based on an average of thjeelst three out of the most
recent five similar non-event da¥s.

* Two rebate levels were available — a basic lev&i0o75 / kWh, or a premium
level of $1.25 / kWh for customers who use autochateabling technology
installed through a SDG&E prograth.

* Five events were called, with an event window o&lt. to 6 p.m.

» Enrolled customers were notified on the day proevents by automated phone
messaging, and could also request notificationutincemail or text message.
They were encouraged to sign up through a welisiteceive electronic
notification.

» Each participant received one of two types of etlacal packages; one
emphasized the financial benefits (“rewards”) afueing usage during PTR
events, while the other emphasized the potentidr@mmental benefits
associated with such reductions in consumption.

2.2 Participant and control group characteristics

Approximately 3,000 SDG&E residential customersenveglected for the pilot, about
100 of whom also participated in SDG&E’s Summereq®$S) air conditioner cycling
program™* Selected PTR pilot customers remained on thaitdgtrd residential
commodity rate, but were eligible to receive rel@gments for all reductions in energy

12 gpecifically, usage reductions during event hovese measured relative to a customer-specific eafss
level (CRL) defined as consumption during the eweinlow hours averaged over the highest 3 out®f th
most recent 5 similar non-event weekdays. Thedsgtays are defined to be the days with the highes
total consumption between 11 AM and 6 PM. Thelsindays exclude weekends, holidays, and other
PTR event days, and exclude other demand respoogem event days for customers participating in
multiple demand response programs. The CRL foeekend or holiday event is defined as the
consumption during the PTR event period for théagg day from within the immediately preceding ¢hre
(3) weekend days.

3 The only available automated enabling technol@gytte pilot was the air conditioner cycling deice
already installed for Summer Saver participants.

14 Due to normal customer turnover, approximately pmises experienced a change in occupant. Those
premises were kept in the pilot and the new occigparre provided with information on the pilot.
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usage during PTR event periods, measured relatitleetr CRL. A comparable control
group sample was selected using the same sampie.frihese customers were selected
after all events had taken place, and were notnméd of their selection.

Table 2-1 summarizes the characteristics of the pillR participant sample. The first
column designates sample groups, or cells, diffextsd byclimate zonel (Coastal), 2
(Mountain), 3 (Desert), and 4 (Inland) asidecategory: Low (L), Medium (M), and

High (H).*®> The next two columns show the sample sizes fstibsets of the pilot
sample participants that diebt have enabling technology (PTR-NT) in the form of
Summer Saver load control devices, and those hlaatitere joint participants in the PTR
pilot and the SS program (PTR-SS). The next twomas show summer average hourly
usage (kW) for those two sample subsets. Thavastolumns show the total

population of residential customers in the indidatkmate zone/usage cell, and overall
sample weights, which may be used to calculate Eameighted averages and sums for
the entire sample. As in a typical stratified ramdsample design, high-usage customers
are sampled in greater proportion relative to thepulation shares than customers in
other size groups. Thus, in calculating averagaltg for the entire sample, their loads
and load impacts are given lower weights thanef@mple, low-usage customers in
order to avoid over-stating program results.

Finally, the two rows at the bottom of the tableypde sample-weighted averages and
sums for the usage metric. That is, the sampleageehourly summer usage was 0.63
kW for PTR-NT customers and nearly the same for fSBRcustomers. However, the
total load for the PTR-NT portion of the samplsidbstantially greater than that for the
PTR-SS portion due to the much larger number ofpdamoints.

15 The pilot terminology refers to cells by codelie form of R_Z_S, wher2 indicates one of the four
indicated climate zones (1-4) aBdndicates one of the three indicated size categd®,M,L).
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Table 2-1: Characteristics of the PTR pilot programparticipant sample

Summer Average
Hourly Usage
Premise count (kWh/hr)
Group Overall
Sample cell PTR-NT PTR-SS |[PTR-NT PTR-SS population weight

Coastal, High Use 310 2 1.52 1.75 69,280 5.61%
Coastal, Medium Use 232 4 0.64 0.70 360,520 29.19%
Coastal, Low Use 97 0 0.25 270,769 21.92%
Total Coastal 639 6 0.58 0.36 700,569 56.73%
Mountain, High Use 407 10 1.96 1.80 2,399 0.19%
Mountain, Medium Use 169 3 0.99 1.00 6,449 0.52%
Mountain, Low Use 139 1 0.31 0.40 5,545 0.45%
Total Mountain 715 14 0.89 0.90 14,393 1.17%
Desert, High Use 129 0 1.99 481 0.04%
Desert, Medium Use 231 0 0.90 1,169 0.09%
Desert, Low Use 157 1 0.25 0.36 1,242 0.10%
Total Desert 517 1 0.80 0.00 2,892 0.23%
Inland, High Use 438 40 1.48 1.42 77,778 6.30%
Inland, Medium Use 307 21 0.77 0.73 228,989 18.54%
Inland, Low Use 291 4 0.33 0.42 210,384 17.04%
Total Inland 1,036 65 0.69 0.71 517,151 41.87%
Total Premises 2,907 86 1,235,005 100.00%
Sample Wtd Average 0.63 0.51

Sample Wtd Total 1,829.8 43.8

Table 2-2 summarizes information on the controugreample. The two groups have
similar distributions across climate zone and usagel, with one major difference. That
is that the control group with no enabling techggl@Control-NT) has far fewer high-
usage customers in the Mountain and Desert cliz@tes than does the participant
sample. Similar to the PTR-SS sample, the Coné&% is sparse, with most sample
points located in the Inland climate zone.
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Table 2-2: Characteristics of the PTR pilot programcontrol groupsample

Summer Average
Hourly Usage
Premise count (kwWhhr)
Group Overall
Sample cell Con-NT Con-SS [Con-NT Con-SS population weight

Coastal, High Use 308 4 1.53 1.68 69,280 5.61%
Coastal, Medium Use 237 0 0.61 0.0 360,520 29.19%
Coastal, Low Use 97 0 0.23 0.0 270,769 21.92%
Total Coastal 642 4 0.56 1.68 700,569 56.73%
Mountain, High Use 5 7 1.82 1.86 2,399 0.19%
Mountain, Medium Use 164 8 1.03 1.01 6,449 0.52%
Mountain, Low Use 134 6 0.35 0.41 5,545 0.45%
Total Mountain 303 21 0.90 0.92 14,393 1.17%
Desert, High Use 5 0 2.65 0.0 481 0.04%
Desert, Medium Use 140 2 0.95 1.1 1,169 0.09%
Desert, Low Use 103 0 0.25 0.00 1,242 0.10%
Total Desert 248 2 0.93 0.00 2,892 0.23%
Inland, High Use 448 31 1.56 1.49 77,778 6.30%
Inland, Medium Use 309 19 0.75 0.72 228,989 18.54%
Inland, Low Use 290 6 0.32 0.45 210,384 17.04%
Total Inland 1,047 56 0.69 0.73 517,151 41.87%
Total Premises 2,240 83 1,235,005 100.00%
Sample Wtd Average 0.62 1.27

Sample Wtd Total 1,386.5 105.0

2.3 Events

The dates and times of events for the PTR pilotthedSS program in 2011 are shown in
Table 2-3, along with the average temperature dutie PTR event window. Two SS-
only events were called (August 26 and Septembhear@) only one PTR-only event was
called (August 28, a Sunday). Both event typeswatled on the other days, although
the SS event hours varied somewhat by event. riicplar, all PTR events spanned the
seven-hour period from hours-ending 12 (noon) t¢618.m.), while all SS events were
four hours in duration, covering either hours-egdid to 17 or 15 to 18. Of note, a
system-wide outage began during HE 16 on the Sdygtegevent, which caused all
customers’ loads to drop to zero for the remaimngnt hours.

'8 The average temperature values shown are weightsdges of the temperatures for the KSDM (Brown
Field Municipal Airport) and KSEE (Gillespie Fiekirport) weather stations, which were the most
common stations for the customers in the impoitaand climate zone.
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Table 2-3: Peak Time Rebate and Summer Saver Evenin 2011

Event hours Ave.
(hours Temp.*

Event date Pay of Week |Program ending) (HE 12-18)

26-Aug Friday SS 15-18 84.7

28-Aug |Sunday PTR 12 - 18 83.7

7-Sep Wednesday PTR 12 - 18 92.7
SS 15-18

8-Sep? |Thursday PTR 12-15 91.6
SS 14 - 15

9-Sep Friday SS 15-18 73.6

12-Oct  |Wednesday PTR 12 -18 93.5
SS 14 - 17

13-Oct  |Thursday PTR 12 -18 89.5
SS 14 - 17

'Weighted average for KSDM and KSEE
“Events truncated by outage

The relatively small number of events and theirabgeristics created challenges for
estimating both PTRx postioad impacts and the incremental load impactscasisal

with joint participation in SS. Most of the uniqgteatures of the events relate to day-of-
week and weather conditions. For example, theRdR-only event occurred on a
Sunday, and no other weekend events were called ctbmplicating attempts to measure
incremental PTR load impacts for combined PTR-S8qpyaants. That is, all joint PTR
and SS events occurred on weekdays, while there meweekday PTR-only events. In
addition, the weather conditions differed substdiytbetween the early-September
events and the mid-October eveHtsThat factor, combined with the outage on
Septelrglber 8, leaves September 7 as the only “typiecd-summer weekday PTR

event.

Finally, events were called on nearly every hot ilethe summer of 2011. Figure 2-1
shows daily average temperatures during the PTRteviedow (HE 12 — 18) for July 4
through October 31 for the Inland climate zohéEvent days, which are indicated by
circles, may be seen to have occurred on nearlyewaisually hot day of the perig8.
This factor severely limits the ability to identifpmparable non-event days for purposes
of measuring PTR-NT load impacts from participaatadalone. It also emphasizes the

" For most customers, the two October event days etated hot days following nearly four weeks of
mild weather, which resulted in substantially lowsads than during the mid-summer period.

8 However, even the September 7 event day occutrgdgithe week of Labor Day. The fact that the
event occurred during a holiday week raises thsipiisy that its load impacts are not typical ofammer
weekday during a non-holiday week.

19 As noted in a previous footnote, the temperatataas represent a weighted average of the tempesatu
for the KSDM and KSEE weather stations.

2 Temperatures on September 6 were relatively laeremy the event-window hours, and then rose
quickly to reach the highest maximum value of themer, at about 4 p.m. Thus, customers’ load hizir
day tend to have a different, late-peaking prdfien on the other hot days.
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importance of the availability of the control grodata, which allows side-by-side
comparison of participant and control group load®weent days.

Figure 2-1: Average Event-Window (HE 12-18) Tempeatures:
July 4 — October 31, 2011
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2.4 Observed Participant and Control Group Loads — Selected Day-types

This sub-section lays the groundwork for estimaiidR pilot load impacts by providing
the reader with examples of observed PTR patrtitipad control group load profiles for
selected event and non-event days. We focusofirshe PTR-NT customers who were
not also participants in the Summer Saver progrie.then show load profiles for the
joint PTR-SS customers. The load profiles andatliyecalculated load differences are
indicative of the PTR pilot load impacts. Howewhe formal estimates @k postoad
impacts designed to meet the Protocols are prodogéae regression-based
methodology described in Section 3, and are predantSection 4.

2.4.1 PTR-NT load profiles

To illustrate the degree of comparability of theRRNT participant and control groups,
Figure 2-2 compares overall PTR-NT and Control-Nad profiles for the average non-
event weekday for two specific time periods: July 8, representing a series of
moderately hot days (top two lines); and July tigfftoGeptember 15, representing the
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mid-summer period in which the September 7 eveotiwed (lower two lines}* Due to
sampling variability, the overall loads for the fi@pant and control group samples differ
somewhat. In this case, the overall average paaitit loads exceed the average control
group loads during the event-window hours for ltdlg-types by a small amount (2.5%
and 3.1% for the top and bottom pairs of loadfienfigure).

Figure 2-2: Overall PTR-NT and Control-NT Load Profiles —
Selected Average Non-Event Weekdays
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Figure 2-3 compares PTR-NT and Control-NT loaddlierSunday, August 28 event and
for the average Sunday for July through SeptemberThe overall participant load is
somewhat higher than the control group load oratlegage Sunday (lower two lines).
The two loads are nearly identical during the Au@8event hours. However, the
participant load appears to be rising somewhagfabtin the control group load just

prior to the Sunday event (consistent with theguaton the average Sunday), suggesting
a reduction in consumption during the event perid@plying a difference-in-differences
concept to the two sets of loads suggests a m&déstevent-period load reduction in the
range of 39?2

% The overall average loads are obtained by applyiagppropriate population weights to the average
loads for each of the twelve climate-zone/usagelleglls.

2 A difference-in-differences evaluation approachpares the difference between participant and obntr
group values during the period of interesgy(, event hours on an event-day) to their differeshaéng a
comparable perioc(g, event-window hours on non-event day).
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Figure 2-3: Overall PTR-NT and Control-NT Load Profiles —
August 28 Event
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Figure 2-4 compares PTR-NT participant and Con¥fdleontrol group loads for the
September 7 event. Also shown for comparison mepare the loads for the average
non-event weekday for July through September Idcus§ing first on the latter set of
loads (bottom two lines), the participant loadasmewhat iie., 3.1%) higher than the
control group load for the average weekday. Intremt, the participant load liéelow

the control group load (by 2.6%) on the Septemberent. Again using a difference-in-
differences approach relative to the average nemteweekday loads, an estimate of the
overall PTR load impact on September 7 is abol#oSi&., 2.6% + 3.1%).

Figure 2-4: Overall PTR-NT and Control-NT Load Profiles —
September 7 Event
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Figures 2-5 and 2-6 compare PTR-NT participanta@mdrol group loads for the events
on October 12 and 13 respectively. Also showrarhdigure are the loads for the
average non-event weekday in the period Septentbdraugh October 31. As in the
earlier figures, the participant load is somewhghér than the control group load for the
average late-summer weekday (bottom two lines}h Bmads are substantially lower (by
about 0.2 kW, or more than 20%) in the middle &f éhrent window than they are for the
mid-summer period (which were shown in Figure 2sRggesting less air conditioning
load during this period than in the mid-summer gebri During the October 12 event, the
participant load begins slightly higher than thatcol group load, and then falls
somewhat below it. During the October 13 everd,ghrticipant load begins below the
control group load, but then rises above it. Aaténce-in-differences approach relative
to the average non-event weekday loads suggestalloR@R load impacts of about 2.5%
and 1.8% for the October 12 and 13 events resgtiv
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Figure 2-5: Overall PTR-NT and Control-NT Load Profiles —
October 12 Event
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Figure 2-6: Overall PTR-NT and Control-NT Load Profiles —
October 13 Event
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The above figures illustrate some of the featufdb@PTR events described in Section
2. One is that the event-day loads were substigrtigher than loads on typical non-
event days (both Sundays and weekdays), thus tmajdaoth the weather sensitivity of
residential customer loads and the substantialifehtemperatures on the few event
days. An additional important factor suggestedh®yfigures is that the magnitude of
overall average PTR-NT load impacts is likely torékatively small, ranging from 2% to
5%. Given the inherent variability of residentalstomer loads, such relatively small
expected load impacts pose a challenge to any &stimmethod.

2.4.2 PTR-SS load profiles

This section shows load profiles for the subsd® DR participants who are jointly

enrolled in the Summer Saver air conditioner cygfinogram (PTR-SS). To illustrate

the comparability of the participant and contradgp customers in that subset, Figure 2-7
compares overall PTR-SS and control group (Cor8&)Hoad profiles for non-event
weekdays in the mid-summer and late-summer peffod&e participant loads are about
7 percent higher than the control group loads duttre PTR event window for both time
periods, which is a somewhat greater difference fbathe PTR-NT and Control-NT
case. Differences are due to sampling variabityich likely is greater for the PTR-SS

% These overall average loads represent a weighteage of only two of the twelve climate zone/usage
level cells, due to the very small sample sizes@one of the cells. The selected cells are thie-lgd
medium-use cells in the Inland zone.
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and Control-SS subsets of the overall samplesatieetr smaller sizee(g,
approximately 90 PTR-SS customers overall, andh@fe Inland zone, compared to
2,900 for PTR-NT).

Figure 2-7: Overall PTR-SS Participant and ControtSS Load Profiles —
Non-Event Weekdays
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Figure 2-8 compares overall PTR-SS participant@ontrol-SS loads for the Sunday,
August 28 PTR-only event, and for the average Suimdthe July through September 15
period. On the average Sunday in that periodpéngcipant load is nearly 12 percent
higher than the control group load during the ewandow hours. On the August 28
PTR event-day, the two loads are quite similahmhours leading up to the event, but
the participant load drops substantially duringekient, while the control group load
continues to risé* The statistical analysis described below, whizsimpares PTR-SS
data to Control-SS data, confirms the significasdage reduction shown in the figure.

Figure 2-8: Overall PTR-SS and Control-SS Load Prfiles —
Average Mid-Summer Sunday, and August 28 Event
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4 |n aggregate, the PTR-SS load reduction appedakéoon the shape of a four-hour air conditionad|
control episode in HE 14 to 17, though no SS ewe# called on that day. Closer inspection of the
underlying customer data indicates that the fowrltip in load was confined to the Inland mediuna-us
cell, and was comprised of a variety of individpalticipant load changes, only some of which redldc
the four-hour dip, that averaged to the shape shown
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Figure 2-9 compares PTR-SS and Control-SS loadhé&oBeptember 7 event and for the
average non-event weekday in the period from Julyugh September. As shown in
Figure 2-7, the participant load is about 7 pertegiher than the control group load on
typical mid-summer weekdays. However, on the cothiPTR and SS event on
September 7, it lies below the control group loadrdy the entire PTR event window.
Both loads show four-hour “notches” during the $8n¢. Both groups rebound to
higher load levels in the hour following the endlué PTR and SS events, reaching the
same load level in the second hour following theres. The statistical analysis
described below finds significant PTR-SS usagectalos relative to Control-SS
customers in both SS and non-SS hours.

Figure 2-9: Overall PTR-SS and Control-SS Load Prfiles —
Average Mid-Summer Weekday, and September 7 Event

3.2

A\

2.8 5 /\
. /
. ; .
R
/
\

\ —&—Con-SS Sept 7 Evt
=@ — PTR-SS Sept 7 Evt
\ \

—#—PTR-SS Ave Jul/Sep15

—¥—Con-SS Ave Jul-Sep15
\\:

0.4

0.0

Hour

26 CA Energy Consulting



Figures 2-10 and 2-11 compare PTR-SS and Contréd&$3 for the Inland high- and
medium-use cells for the October 12 and 13 eveht® load profiles for the October
events, which occurred on two isolated hot dayer &tperiod of moderate weather, are
much lower than on comparably hot days in Augustearly September. The level and
shape of the profiles suggests less air conditgpliad than on a mid-summer weekday
with comparable temperatures. As a result, the-fimur load impacts during the SS
events are smaller and less well-defined thanheiSeptember 7 event. The nature of
the load impacts appears to vary substantially éetvthe two events. In particular, on
the October 12 event, the PTR-SS Inland high-use sthvows only a minor reduction
during the SS event hours, while the PTR-SS Intaedium-use load reflects a more
familiar notch, at least in the last 3 hours of¢hrent. In contrast, on the October 13
event, the Inland high-use load shows a definl®reduction, while the Inland
medium-use load tails off at a relatively flat Iedering and after the SS event. The
statistical analysis reported below reflects them@ble usage changes, finding no
statistically significant load impacts.

Figure 2-10: PTR-SS and Control-SS Cell-Level Loa®rofiles —
October 12 Event
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Figure 2-11: PTR-SS and Control-SS Cell-Level Loa®rofiles —
October 13 Event
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3. Study Methodology

3.1 Overview

The overall goals of thex postoad impact evaluation were summarized in Section
Placed in the traditional DR evaluation terminolpthe load impact evaluation of the
PTR pilot for 2011 includes the following activisie

1.

2.

3.

Estimate pilot-wide (aggregate) and per-calledamst hourly load impacts and
average daily load impacts for each PTR event d&piL1;

Estimate the uncertainty-adjusted range of loadatty) on an aggregate and per-
called customer basis;

Estimate thalistribution of hourly and average daily impacts provided by
different customer segments for #éneerage evenfe.g, “X” percent of the load
impact was provided by “Y” percent of the enrol®dtomers).

The data to be used in the load impact analysisisbaf hourly integrated load data for
the pilot participants and control group custombayrly observations on appropriate
weather variables for relevant weather statiorfsyimation on relevant customer
characteristics, and information on the timing vém@s.
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Estimation of customer load impacts for the SDG&HERMilot proved challenging, for
two primary reasons. One, as mentioned abovbatsRTR events were called on
virtually all of the limited number of unusually thdays in the summer of 2011. This
condition creates difficulty in disentangling weattleffects €.g, increasesn usage
during the afternoon event window on very hot ddy@n event effectsg(g, reductions
in usage during event hours on those same hot.day® other primary complicating
factor is that average PTR-NT load impacts ardivelly small €.g, on the order of 1%
to 4.5%), which makes it difficult to isolate fraime “noise” of normal customer load
variability across hours and days.

These two factors emphasize the value of an avaitaintrol group in estimating

program load impacts. In particular, since thetcdmgroup customers who were not

joint SS participants (Control-NT) faced the saneather conditions as the PTR-NT
participants, their usage patterns on PTR everd dag help account for weather effects
on event days, thus allowing separate estimatid?l®® pilot program load impacts. It
should be noted in advance, however, that the gedoad profile of the control group
sample is not identical to that of the sample afipipants, even though it was drawn in
the same way and from the same sample frame.abtipe, each sample draw represents
one of many possible outcomes. Sampling variginiiay cause the average loads for
the participant and control group samples to difiesome way. One challenge for the
impact evaluation is to account for those diffeesion non-event days so as to make the
most appropriate use of the control group dataimating participant load impacts on
event days.

3.2 Description of methods

3.2.1 Background

Given the above evaluation challenges, we havaeappktimation methods that differ in
certain ways from the methods that have been usegtent impact evaluations of non-
residential dynamic pricing and demand responsgrpros in California. Those methods
have generally involved conducting customer-leegression analysis using hourly load
data for participants only, and have developedamgevel load impacts by adding up
the estimated load impacts of each participatirgjaruer account. Some incorrectly
signed load impacts.¢€., load increases during event hours) are neangyd obtained

for some customers due to our inability to fullypkin each customer’s load variability
given limited available informatioft. However, the relatively large magnitude of
estimated load impacts for many customers, andistensy between aggregations of
customer-level results and load impacts estimatad figgregated data have provided
confidence in the evaluation findings.

The conditions for the PTR pilot, however, appeadiffer from non-residential dynamic
pricing and demand response programs in Califormgarticular, PTR pilot load
impacts appear generally smaller in percentagestéinan most non-residential programs.

% This condition is technically referred to as ogttivariable bias; we lack information on, and tomst
variables that might otherwise be used to explesidential customers’ load profiles (e.g., theguiar
schedule of hours spent outside of the home, artypcal air conditioner thermostat set point).
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In addition, the 2011 event characteristics desdrilbove complicated the isolation of
event effects from weather effects using particigkata alone. Fortunately, control
group data were available to assist in controlforgveather effects on event days.

We tested several alternative customer-level regyesnodels, including a panel
approach for each climate zone/usage level zohenddth included load data for all
participant and control group customers from eagh Based on these tests, we
concluded that the most straightforward and appatgeapproach to obtaining load
impact estimates at the needed level of detag, (by climate zone and in total) was to
estimate separate aggregate-level models for dable twelve climate zone/usage level
cells (.e., using load data for the average customer in ealt) using data for both
participant and control group customers. We tlggregate those cell-level results to the
climate-zone and overall program level using appabe sample weights.

For the PTR-SS portion of the pilot, sufficient gdensizes were available for only two
cells within the Inland area, which is importanténms of the populatioff. As a resuilt,
estimated load impacts for PTR-SS are reported fonlghat climate zone.

The modeling decisions just described were madéfee primary reasons: 1) the
relatively long processing time needed to estinsatelevel panel regression models that
contain hourly data for hundreds of PTR and corgroup customers, 2) the
complications of designing appropriate methodsrfoorporating the control group
customers to adjust estimated participant load @tgpan a customer-level basisand 3)
the small sample sizes for the PTR-SS participadtcmntrol groups for most of the
climate zone/usage cells.

3.2.2 Ex post load impact regression models

The models that were used to produce the estinh@deldmpact results described in
Section 4.2 below are specified in termsldferencesdetween hourly loads averaged
over the relevant participant and control group @ansustomers in each climate-
zone/usage-level cell. That is, tthependenvariable in the regression is the above
difference in the hourly load of the participantaontrol groups, rather than tlewel of
usage of participants, which is the more commonaggh that has been used in previous
California load impact evaluations.

% Our understanding is that the samples were ndagiuies to be representative of the SS custometsein t
population. Instead, SS customers were includéddarsamples as selected at random, with the @nistr
that no more than 100 SS customers were includdteisamples. As drawn, the SS customers selected
were largely concentrated in three cells: R2H, Rdild R4M. That is, they were largely customerfien t
Mountain and Inland climate zones with higher taaarage usage levels. In addition, the R2H calldha
very low weight due to its relatively small popidet, which implies that results for that cell hditde

effect on overall results.

%" The classic participans control group evaluation approach compares enssggumption for the
averagecustomer in each group. More complicated desigtesnpt to match individual participants and
control group customers along observable charatiesi However the PTR control group was not
designed with this approach in mind; it was dravemf the same sample frame (see following footnote),
with the objective of achieving overall compardyibf the participant and control samples.
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We use similar types of explanatory variables as tiypicalex postoad impact
regression, including hourly indicator variabletenacted with each event day, weather
variables, load shape variables, and day-type amtthmndicator variables. Using this
design, the estimated event-day coefficients reprtedirect estimates of participant load
impacts that account for estimated differences betvthe loads of participant and
control group customer groups. This approach effely amounts to a standard
“difference-in-differences” evaluation approachhatis, estimated load impacts are
represented by differences between participancantrol group loads on event days,
while controlling for estimated differences betwelea load profiles of the two samples
under non-event day conditions.

The general form of thex postoad impact difference model is the following:

E 24 SSE 24 24
DQ =a+) > (b xhxPTR)+ Y > (b%xh xS§)+) (b xh xCDH,)
Evt=1 i=1 SSEwtl i=1 i=1
24 24 24
+Z(bIWECDH X hi XWECDH) +Z(bICDH2 X hi ><CDH 21) +Z(blLagCDH X h X LagCDH)
i=1 i=1 i=1

24 24 24 24
+2 (0" xh xMON,) + 3 (5™ xh xFRI) + > (b xh) + > (" xh xWE)

i=2 i=2 i=2

i=2
7 10

+2 (BP"EXDTYPE,) + 3 ("™ xMONTH, ) +&
i=2 i=6

In this equationDQ; represents the difference between the averagéyhmage in time
periodt of the participants and control group samplesafparticular climate zone/usage
level cell; theb's are estimated parametensis an indicator variable for hourPTR is

an indicator variable for PTR event days (and takea value of 1 only for participants);
CDH; is cooling degree houf&:WECDH is cooling degree hours interacted with an
indicator variable for weekend€DH? is cooling degree hours squarédgCDH is
cooling degree hours from the same hour in theipuswday;MON;, FRI;, and WE are
indicator variables for Monday, Friday, and weekédags respectively, where the
interaction with the hourly indicators allows esaition of different load shapes for those
day types (an additional set of hourly indicatars interacted with other variables is
included to represent the load profile for Tuesttagugh Thursdayy: DTYPE; is a
series of indicator variables that allow constatjustments for each day of the week;
MONTH; is a series of indicator variables for each moatide is the error term.

% Cooling degree hours are defined relative to eregfce temperature of 60 degrees. In all cases,
customer-specific weather variables are calculagiog data for the appropriate climate zone.

%9 Note that the hour indices for some sets of imtedvariables include all 24 hours, while the hpur
indicator variables (including those interactedwday type) exclude hour 1. Excluding one of tharly
variables is required in these cases in order ¢adgwerfect multicollinearity among the includediables
(e.g, when an hourly regression equation includes atam term, it cannot also distinguish between an
exhaustive list of all hours; one must be excluded)
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The term with the double summation signs is theament of the equation that allows
estimation ohourly load impactgtheb; g\ coefficients) for each event day. It does so
via the hourly indicator variablds interacted with the event variables (indicated by
PTR), where the coefficients reflect hourly differeadgetween the participant and
control group loads on event days (with that cotreen participant event-day load
reductions below control group levels would be espnted by negative coefficients).
The remaining terms in the equation are designedndrol for weather and other
periodic factors€.g, hours, days, and months) that determine therdifitee between
PTR and control-group customer loads. The intevacdf Monday, Friday and weekend
indicators with the hourly indicators is designedtcount for potentially different
hourly load profiles on the first and last dayshe workweek, and on weekends.

3.2.3 Customer-level regression models to identify “responders”

While the cell-level difference models are appraf@ifor estimating PTR-NT and
PTR-SS program effects, customer-level models sgmtethe only method for
investigating the distribution of individual PTRgti participants’ responsiveness to event
calls. To provide an efficient and straightforwandthod for identifying consistent PTR
event responders, we applied a simplified versiom @istomer-level participant-only
model.

Two simplifications were made. One was to comptiesourly data, and estimataily
models (rather than hourly), using average howdyllduring PTR event-window hours
(11 a.m. to 6 p.m.) for each day as the variableetexplained. Explanatory variables
included indicator variables for PTR and SS evaysdweather variables.¢, CDD
interacted with weekday and weekend, and alsoaated with pre- and post-September
15 time periods, to account for an observed diffeeein weather responsiveness in late-
September and October), and day-of-week indicaitockjding weekends, and month
indicators.

The other simplification was to include only twoR€vent variables: one that indicated
both the August 28 and September 7 events (thee®éetr 8 outage event day was
excluded from this analysis), and another thatdaidid both of the two October events.
With this design, the two estimated event-day c¢oefiits represent the average hourly
load impact across the two pairs of events, andtduedard errors provide indicators of
the significance of the resporn$eThis more parsimonious model facilitated the
estimation and interpretation of the customer-lewetiels. For example, we could
categorize a "responder" based on the sign andisagrce of a single variable, which
would not have been possible in an hourly model.

30 We initially intended to include only a single eveariable. However, customers’ response to the
October events appears to have differed substigritiam that for the earlier events, so it appeared
important to distinguish the two sets of events.
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With these changes, the customer-level regressadems the following:

4
Qt - a+bF’TRax PTW + bPTbe PTR) +Z(bISSxS$'t) +bCDD XCDDt _'_bLagCDD>< LagCDQ

i=1

+b"FPP xWE, x CDD, +b®"™“*°x Summer CDD, +b®>'™*“*’x Summexk LagCDD
7 10

+ bSUI’ﬂWECDD>< SUmmeKWE[ X CDDt + Z (bIDTYPE X DTYPEYI) + Z (bIMONTH X MONTH| ,t) + et
i=2 i=7

In this equationQ); represents the average hourly usage during the-@iadow on day
for a particular customer; thes are estimated parameteBER; andPTR are indicator
variables for the two categories of PTR event d8;indicates SS everifs CDD; is
cooling degree day% LagCDD is cooling degree days on the previous 38 is an
indicator variable for weekend daydyummaris an indicator variable for dates from June
1 through September 1BTYPE; is a series of indicator variables that allow ¢ans
adjustments for day of the weeddONTH is a series of indicator variables for each
month; andk is the error term.

The first two terms allow estimation a¥erage hourly load impac{sheb; g\
coefficients) for the two sets of event days. Takcoefficient indicates the average
hourly load impact for the August 28 and Septembevents, while theld” coefficient
indicates the average hourly load impact for theoer 12 and 13 events.

3.2.4 Development of Uncertainty-Adjusted Load Impa  cts

The Load Impact Protocols require the estimationrafertainty-adjusted load impacts.
In the case oéx postoad impacts, the parameters that constituteahe impact
estimates are not estimated with certainty. Theegfwe base the uncertainty-adjusted
load impacts on the variances associated withghmated load impact coefficients.

Specifically, we add the variances of the estimatdtlevel load impact coefficients
across climate zones (using appropriate samplehtgicgand then take the square root to
produce an overall standard deviation around tlegadhvestimated load impact
coefficients. The uncertainty-adjusted valuesdaeeloped under the assumption that
each hour’s load impact is normally distributedhatite mean equal to the above
weighted sum of the estimated load impacts andtdomedard deviation equal to the
square root of the weighted sum of the variancekeerrors around the estimates of the
load impacts. Hourly results for the®™®d", 70", and 98' percentile assumptions are
generated from these distributions for inclusiotthi@ Protocol tables.

31 The SS variables apply only to the PTR-SS sub-ganffour different variables were actually incldde
to differentiate days that were SS-only, PTR-onlyboth PTR and SS (differentiating between Sepegmb
7 and the October 12 and 13 events).

32 As described above, several CDD variables werd irsthe model, including CDD interacted with a
weekend indicator, and CDD interacted with a “sunimariable (June through September 15), to
distinguish weather response during that periothftioe late-summer period (September 16 — October 31
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4. Detailed Study Findings

This section presents the formal estimaggostioad impacts for the PTR pilot that are
produced from the regression analysis describédeimethodology section above.
Overall, the study found that those PTR pilot ggrantswithoutenhanced technology
(i.e., PTR-NT) reduced their electricity usage by aldbpercent to 5 percent across the
five PTR events, compared to Control-NT customaftey adjusting for other differences
between the two groups. These findings are surzetin Table 4-1, which shows
average temperatures, event hours, percentagenpadts, and average event-hour load
impacts per customer.

For the most “typical” summer weekday event (SejpienY), PTR participants reduced
their usage by 4.5 percent, which translates intav@rage hourlyeduction over the
seven-hour event of 0.06 kWh per hour per custortrdarmation on the statistical
precision of the estimated load impact coefficienticates that an 80 percent confidence
interval around the estimated 4.5 percent reductiaanergy usage on September 7
ranges from 2.6 percent to 6.4 percent, as illtedirbelow.

Table 4-1: Overall PTR-NT Estimated Load Impacts ad Event Characteristics

Event Date
28-Aug 7-Sep 8-Sep 12-Oct 13-Oct
Ave. Temp. (11am - 6pm) 83.7 92.7 91.6 93.5 89.5
Event Hours (Hour Ending) 12-18 12-18 12-15" 12-18 12-18
Estimated Load Impact (%) 2.5% 4.5% 5.1% 3.3% 1.2%
Ave. Hourly LI (kW) 0.031 0.056 0.057 0.027 0.011

'Event truncated by outage

These usage reduction findings may be viewed ircdimeext of a survey conducted as
part of a process evaluation of the pilot, whichrfd that about 63 percent of participants
surveyed werawarethat they had been selected for the pilot progieamd,about the
same percentage recalled receiving at least ong awéfication.

Turning to the more detailed findings, Sectionguinmarizes average estimated event-
hour load impacts by event and climate zone. $sddaables ohourly load impacts are
presented in Section 4.2 in the format requirethieyl.oad Impact Protocols adopted by
the California Public Utilities Commission (CPU®@)Decision (D.) 08-04-050
(Protocols). The tables include uncertainty-adjddbad impacts at different probability
levels. The values in the tables are also repteden figures that illustrate the PTR
event-day loads and load impacts. Protocol tabheator spreadsheet files are provided
separately, as indicated in the appendix.

4.1 Average Event-Hour PTR Load Impacts

Section 2.4 above illustrated selected averageativead profiles for PTR participants
and control group customers. This section sumraatize estimateek posioad impacts
for each event, where the estimates were obtaisied the formal regression-based
methodology of load-differences between the pardict and control group samples
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described in section 3.2.2. The load impactsismghaction are presented in the form of
values averaged across the event hours.

4.1.1 PTR-NT average event-hour load impacts

Tables 4-2 and 4-3 summarize the estimated loaddtagor the PTR participants
without enabling technology (PTR-NT), on a per-ous¢r and pilot-level basis
respectively. The first panel in each table repakterage hourly estimated load impacts
for each PTR event and for each climate zZ6nBy conventionpositive values represent
load reductions The second panel reports percentage load impelats/e to the
estimated reference loaifs The third panel reports the estimated chandetai energy
usage(kWh) over the event period. The climate zone tata results are calculated by
applying appropriate overall population weightsétl-level regression results. Overall
percentage load impacts for the PTR-NT portiorhefpilot sample, shown in the last
line of the second panel, range from about 1 pertced percent across all events, as
summarized in Table 4-1 above. Greater variatmurs across climate zones.

Table 4-2: Estimated PTR-NT Load Impacts -Customer-Level
(Positive values reflect reductionsn load or energy usage)

Average Hourly Load Impact (kW)

28-Aug 7-Sep 8-Sep 12-Oct 13-Oct

Coastal 0.026 0.041 0.054 0.016 -0.009
Mountain 0.112 0.102 0.137 -0.032 -0.075
Desert -0.070 -0.008 0.011 0.158 0.058
Inland 0.037 0.077 0.058 0.044 0.039
Total 0.031 0.056 0.057 0.027 0.011

Average Hourly Load Impact (% of Reference Load)

28-Aug 7-Sep 8-Sep 12-Oct 13-Oct

Coastal 3.0% 4.9% 6.7% 2.5% -1.3%
Mountain 4.8% 5.2% 8.5% -3.2% -7.1%
Desert -3.9% -0.5% 0.7% 16.6% 6.2%
Inland 2.2% 4.3% 3.8% 4.1% 3.3%
Total 2.5% 4.5% 5.1% 3.3% 1.2%

Total Energy Change During Event Hours (kWh)

28-Aug 7-Sep 8-Sep 12-Oct 13-Oct

Coastal 0.2 0.3 0.2 0.1 -0.1
Mountain 0.8 0.7 0.5 -0.2 -0.5
Desert -0.5 -0.1 0.0 1.1 0.4

Inland 0.3 0.5 0.2 0.3 0.3

Total 0.2 0.4 0.2 0.2 0.1

It is worth noting that the estimated overall petege load impacts are generally
consistent with the characterization of the loagacts implied by the figures in Section

%3 Load impacts for the September 8 event are avéragly over hours-ending 12 — 15, because the eutag
appears to have begun part way through hour.&63 p.m. to 4 p.m.).

34 Reference loads during the event period are etihiay adding the amount of the estimated load @npa
in a given hour to thebserved loadh that hour.
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2.4. This is as expected since the regressiordbestenates are based on the same load
data that is illustrated in the figures.

Figure 4-1 illustrates confidence intervals arotimelestimated percent load impacts
shown in the middle panel of Table 4.2. The hagtitthe bars represent the magnitudes
of the estimated percent load impacts while thé& taes illustrate 90/10 confidence
intervals around those estimates based on theathedors of the estimated load impact
coefficients. It is evident that the load impamt the September 7 event has the smallest
confidence interval relative to the magnitude & kbad impact, while the estimated load
impacts for the two October events have relatileige confidence intervals.

Figure 4-1: Percent Load Impacts and Ninety PercdrConfidence Intervals
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Table 4-3 aggregates the estimated load impadiabie 4-2 to theilot program level
using appropriate sample weights and scaling todtadé number of PTR-NT
participants.
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Table 4-3: Estimated PTR-NT Load Impacts Pilot Level
(Positive values reflect reductions in load or engly usage)

Average Hourly Load Impact (kW)

28-Aug 7-Sep 8-Sep 12-Oct 13-Oct

Coastal 42.2 67.3 89.3 25.7 -14.4
Mountain 3.8 3.5 4.7 -11 -2.6
Desert -0.5 -0.1 0.1 11 0.4

Inland 44.8 93.2 70.9 53.5 47.1

Total 90.4 163.9 164.9 79.2 30.6

Average Hourly Load Impact (% of Reference Load)

28-Aug 7-Sep 8-Sep 12-Oct 13-Oct

Coastal 3.0% 4.9% 6.7% 2.5% -1.3%
Mountain 4.8% 5.2% 8.5% -3.2% -7.1%
Desert -3.9% -0.5% 0.7% 16.6% 6.2%
Inland 2.2% 4.3% 3.8% 4.1% 3.3%
Total 2.5% 4.5% 5.1% 3.3% 1.2%

Total Energy Change During Event Hours (kWh)

28-Aug 7-Sep 8-Sep 12-Oct 13-Oct

Coastal 295.6 471.1 357.4 180.2 -100.6
Mountain 26.6 24.2 18.6 -7.6 -17.9
Desert -3.3 -0.4 0.3 7.5 2.8
Inland 313.9 652.1 283.4 374.2 330.0
Total 632.8 1,147.1 659.7 554.4 214.3

4.1.2 Differences in PTR-NT load impacts by type of  mailer

Upon selection for the pilot, participants weredamly assigned one of two introductory
mailings. One focused on potential financial béegbrrewards of reducing usage
during events, while the other focused onghegironmental benefitsf such reductions in
consumption. To explore potential differences TiRRoad impacts by the two groups,
we constructed separate average loads by celbfticpants in each of the two groups,
and then re-estimated the cell-level difference e®dising the same average control
group loads in each case.

Results for the “Reward” and “Environmental” sulsset the pilot participants are shown
in Table 4-4, in the form of estimated percentagel limpacts for the average event hour,
as in the middle panel of Table 4-2 for overall PNIR participants. Focusing first on

the Reward participants, the estimated percentilogdcts for the first three events are
slightly larger than those for all PTR-NT customisown in Table 4-2), while the load
impacts for the two October events are smallerthéncase of the Environmental
participants, estimated load impacts for the fingi events are smaller than the overall
average, while those for the two October eventdaager. Perhaps importantly, the
results for the most “typical” event on Septembeioot differ materially.

While the differences in estimated load impactssamaewhat intriguing, it is difficult to
draw any strong overall conclusion regarding ttiteecential effects of the two types of
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introductory material, particularly given the pretslatic nature of the two October
events. These findings are generally consistetfit the process evaluation of the pilot,
which found few differences in attitudes or perfamoe between the two groups of
participants who received the different educationalilers.

Table 4-4. Average Event-Hour Percentage Load Impas —
“Reward” and “Environmental” Mailers

"Reward" 28-Aug 7-Sep 8-Sep 12-Oct 13-Oct
Coastal 3.8% 6.9% 12.2% 1.9% -0.9%
Mountain 6.2% 6.9% 5.2% -5.8% -8.0%
Desert -3.1% 0.2% 2.7% 14.5% 6.9%
Inland 3.0% 4.8% 5.8% 1.1% -2.7%
Total 3.4% 5.6% 8.4% 1.4% -2.0%
"Environmental" 28-Aug 7-Sep 8-Sep 12-Oct 13-Oct
Coastal 2.2% 3.0% 1.0% 3.2% -1.7%
Mountain 3.0% 3.2% 12.6% 0.0% -6.3%
Desert -5.0% -0.5% -0.5% 18.6% 4.8%
Inland 1.4% 4.0% 2.1% 6.6% 8.7%
Total 1.7% 3.6% 1.8% 5.1% 4.2%

4.1.3 PTR-SS average event-hour load impacts

Estimated load impacts for the PTR participants wikee also Summer Saver customers
(PTR-SS) are shown in Tables 4-5 and 4-6. Thaseaed load impacts are based on
the models of differences in loads between thdrtreat and control group customers
described in Section 3. Table 4-5 shows resulig per-customer basis, and
differentiates between the Inland high-use and ormadise customers. Table 4-6
expands the per-customer results to the total nuofleTR-SS participants in the Inland
climate zone (61) that were included in the analysi

The three panels in Table 4-5 show estimated logudicts, percentage load impacts, and
changes in total energy consumption, respectivéhe results are differentiated by hours
within PTR events which were also SS event hourd,the remaining non-SS PTR

hours. The August 28 PTR-only event does not aelany SS hours, and the September
8 joint event includes only two non-SS and two $8rk before the outage began. All
other events contained four SS hours and threeS®RTR hours. The results are
discussed after presenting information on the damnfte intervals associated with the
load impact estimates.
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Table 4-5: Estimated PTR Load Impacts per Customer Joint PTR-SS
(Inland Climate Zone Sub-Sample)
(Positive values reflect reductions in load or engly usage)

Average Hourly Load Impact (kW)
Sample Cell | Event hours 28-Aug 7-Sep 8-Sep 12-Oct 13-Oct
Inland, SS Hrs n/a 0.387 0.262 -0.229 -0.007
High use [Non-SS Hrs 0.762 0.677 0.527 0.086 0.082
Inland, SS Hrs n/a 0.392 0.661 -0.118 -0.166
Medium use |Non-SS Hrs 0.505 0.212 -0.042 0.173 0.249
Total SS Hrs n/a 0.391 0.560 -0.146 -0.126
Inland Non-SS Hrs 0.570 0.330 0.102 0.151 0.207
Average Hourly Load Impact (% of Reference Load)
Sample Cell | Event hours 28-Aug 7-Sep 8-Sep 12-Oct 13-Oct
Inland, SS Hrs n/a 12.2% 9.2% -11.9% -0.3%
High use |Non-SS Hrs 17.3% 19.6% 14.2% 3.8% 3.5%
Inland, SS Hrs n/a 23.5% 38.4% -16.9% -19.5%
Medium use [Non-SS Hrs 24.0% 14.3% -2.7% 17.5% 19.6%
Total SS Hrs n/a 21.5% 27.9% -15.7% -10.8%
Inland Non-SS Hrs 21.2% 13.9% 4.9% 11.0% 13.9%
Total Energy Change During Event Hous (kWh)
Sample Cell | Event hours 28-Aug 7-Sep 8-Sep 12-Oct 13-Oct
Inland, SS Hrs n/a 1.55 0.52 -0.92 -0.03
High use |Non-SS Hrs 5.34 2.03 1.05 0.26 0.25
Inland, SS Hrs n/a 1.57 1.32 -0.47 -0.67
Medium use |Non-SS Hrs 3.54 0.64 -0.08 0.52 0.75
Total SS Hrs n/a 1.56 1.12 -0.58 -0.50
Inland Non-SS Hrs 3.99 0.99 0.20 0.45 0.62

Table 4-6: Estimated PTR Load Impacts (Pilot Levgl—Joint PTR-SS

(Inland Climate Zone Sub-Sample)
(Positive values reflect reductions in load or engly usage)

Inland Climate Zone (4)
Event hours 28-Aug 7-Sep 8-Sep 12-Oct 13-Oct
Ave Hrly LI |SS Hrs n/a 23.83 34.16 -8.91 -7.69
(kWh/hr) |Non-SS Hrs 34.79 20.14 6.24 9.22 12.62
% LI SS Hrs n/a 21.5% 27.9% -15.7% -10.8%
Non-SS Hrs 21.2% 13.9% 4.9% 11.0% 13.9%
kWh Chg |[SS Hrs n/a 95.3 68.3 -35.6 -30.8
Non-SS Hrs 2435 60.4 12.5 27.7 37.8

Figure 4-2 illustrates confidence intervals arotimeltotal Inland estimated percent load
impacts shown in the middle panel of Table 4-5luga are shown separately for SS and
non-SS hours in each event. The bars representdgaitudes of the estimated percent
load impacts, while the dark lines illustraté"iand 98" percentile bounds on confidence
intervals around those estimates based on theathedors of the estimated load impact
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coefficients. As with the case for PTR-NT, loagauts are estimated more precisely for
the first two events than for the last two events.

Figure 4-2: Percent Load Impacts and 18 & 90" Percentile Confidence Intervals
—PTR-SS
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As shown in the figures in Section 2.4 above, thR¥SS participants clearly reduced
usage during SS events as expected, though inngaaynounts across events. However,
when compared statistically to the loads of thet@h8S customers through the
regression analysis, the patterns of estimated IBa&Rimpacts vary substantially across
events. On September 7, the one joint PTR/SS ¢lahimight be considered “typical”,
the PTR-SS patrticipants reduced usage during bstanl non-SS event hours by
statistically significant amounts, as reflectedha relatively narrow confidence intervals.
The average usage reduction on the PTR-only eveBuaday, August 28, also has a
narrow confidence interval. For the two Octobezres, however, incremental load
impacts relative to the Control-SS customers agatine (higher usage) during SS hours,
and positive (lower usage) during non-SS hours,camfidence intervals are wide.

4.1.4 Distribution of customer-level load impacts

Customer-level regression models based on dailgrebsons of average hourly usage in
the event window hours, as described in Sectiod &Bove, were estimated for all PTR
participant and control group customers. We fdoere on estimated load impact results
for the PTR-NT participants for the average of August 28 and September 7 evefits.

% The estimated load impacts for the two Octobenesyeere not nearly as well-defined as those fer th
first two events. Only about 100 customers hadi@ant correctly-signed load impact coefficierasd
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Figure 4-3 shows two values for each PTR-NT paoéiot arrayed across the x-axis. One
is their estimated average hourly PTR load impasing the convention that positive
values indicate loateductions for the first two events combined. The othethis
associatedstatistic for that estimate.

The two sets of values are sorted byttsgtistic values, which make up the smagth
shaped curve. Each point scattered around theg¢ capresents the estimated load
impact associated with a given customésssatistic. A 90 percent confidence level for
thet-statistic of approximately 1.65 is indicated by trertical line that lies somewhat to
the right of the left axis. This line implies that load impact estimates that lie to the left
of the line represent statistically significantdoaductions These represent
approximately 330 PTR-NT participants (about 11cpet of the total), who reduced
their usage during the first two PTR events byasistically significant amount. Note

that more than half of the participants are esttab have reduced usage during those
two events, even if not by a statistically sigrafit amount.

Figure 4-3: PTR-NT Customer-Level Estimated Load inpacts andt-Statistics —
Average of August 28 and Sept. 7 Events
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Curves of this type showing the range of estimédad impacts across customers have
been reported in a number of load impact evaluatiorCalifornia and elsewhere. Some
evaluations show relatively larger or smaller pmbjpos of estimated loackductions

these were often very large. We expect that tistoouer-level participant-only model cannot sucagbsf
distinguish between the weather effects of theatsal hot late-summer days and the October PTR ®vent
that were called on those same days. This resuitdontrast to the cell-level difference modéksttare
able to leverage off of information on control godoads on those isolated days to assist in estij&TR
event effects.
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relative to estimated loadcreases There has been considerable discussion of the
reasons underlying the significant loadreaseghat are often estimated for some
portion of customers. In the case of the PTR pild011, we expect that a major reason
for the numerous estimated load increases has wattdhe fact that the two events
represented in the figure were called on unustmdtydays, and the load increases
represent the effect of weather and other unexgdaginanges in usage.

For completeness, the same form of customer-leait thodel was also estimated for
each of the control group customers. That is, B¥éht-day indicators were included in
their regressions, even though the control custemesreived no request to reduce usage
during the event window on event days (in fact tiveye not selected until after all
events had taken place). The resulting distrilbutibestimates of customer-level average
event-period load impacts has a similar patterthao of the PTR participants shown
above. That is, similar to the 11 percent of resigos among PTR participants, about 10
percent of the control group customers had stedilbyi significant estimates of average
event-hour load reductions across the first two RVeénts. However, as shown below,
their overall reduction in usage during event hauas less than that of the participant
“responders,” particularly on the September 7 edayt for which it was half as large.
These somewhat puzzling findings are discussedone metail below.

4.1.5 Estimated load impacts by event-responders

After flagging the customers identified as “evesgponders” on the basis of the
significance test described above, we calculatedame event-hour load impacts by
sample cell, and then an overall weighted averddme overall event-hour load impact
for the PTR-NT responders for the average of thgusti28 and September 7 events is
0.73 kW per customer, or 41 percent of their ovastimated reference load. In
contrast, the estimated overall load impactibiPTR-NT participants as reported in
Table 4-1 is less than 0.10 kW, representing aBdiupercent of the estimated reference
load averaged across the two events. Scalingstiteaed load impacts to the total
number of responders produces a total load imdaap@roximately 394 kW.

To illustrate the pattern of event-day loads fa BTR-NT responders, we constructed
cell-level and overall weighted-average loads haise customers flagged as
demonstrating significant event-day load reductioRgure 4-4 compares load profiles
for the overall average PTR-NT and average Comilustomer (top two lines) to the
average PTR-NTesponder(dark dashed line) for the Sunday, August 28 evast
indicated earlier, the overall average PTR-NT paréint load differs little from the
average control group lod8. However, the average PTR-NT responder shows a
substantial load reduction during the event windamd a recovery of load following the
event.

% As shown in Section 2.4, the average participaa lis somewhat higher than the average contraipgro
load on the typical Sunday, which implies thatsheall difference between the two loads on the edant
is consistent with a small PTR load reduction.
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Figure 4-4: PTR-NT Responders, All PTR-NT, and AllControl-NT Loads —
Average Sunday anédugust 28 Event
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Figure 4-5 illustrates a similar comparison for agmt responders found in the control
group. The control group responder profile indésaéin event-period load reduction
similar to the participant responder profile, exdaat that the post-event load increase
(or "rebound”) is not present for the control grawstomers. For this event, the average
load reduction compared to all control group custsmns somewhat smaller for the
control-group responders, at 7.8 percent, versup@&.cent for the PTR responders.
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Figure 4-5: Control-NT Responders and All ControlNT Loads —
Average Sunday anédugust 28 Event
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Figure 4-6 and 4-7 show comparable informatiortlier September 7 event day. The top
two lines of Figure 4-6 show the same overall agef@TR-NT participant and Control-
NT loads that were shown earlier in Section 2rlcdntrast to the overall participant
load, the PTR-NTespondeload again shows a definitive reduction in usagend the
event window, after tracking the other two eveny-ibeads quite closely in the pre-event
hours.

Finally, Figure 4-7 shows the load profile for dygparent event-responders found in the
control group, along with the overall average colngroup profile. While there is a
similar pattern compared to the participant respesidload reductions relative to all
customers during event hours, and with some rebeftfedt), the average load reduction
(relative to the entire control group) is only §&cent for the control responders versus
19.5 percent for the PTR responders, less tharekatiuch.
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Figure 4-6: PTR-NT Responders, All PTR-NT, and AllControl-NT Loads —
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Figure 4-7: Control-NT Responders All Control-NT Loads —
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We conclude that a subset of approximately 11 memiethe PTR-NT participants
responded to the PTR event notification by reducisage by statistically significant
amounts during the first two PTR events, resulilmgverage usage reductions of about
40 percent. These participants are likely the arinsource of the 2.5 and 4.5 percent
overall load reductions that were estimated foséhevents for the entire PTR-NT pilot
sample. A parallel analysis conducted for the imgroup customers found a similar
share of apparent "responders”, but with lowerlewéusage reductions than were found
for responders among the PTR pilot participants.

We can offer two possible explanations for thesdifigs regarding participant and
control group responders. One possibility is thatestimated PTR-NT responder load
impacts represent something other than customéusirey usage during event periods.
For example, the customer-level models estimatead distribution of event-day load
impacts, and the method used to identify responfdens among participants and control
group customers may have simply captured the "tdi#l' distribution of load changes
that is bound to be found regardless of whetheioousrs actually responded to the
event. However, the fact that the "notching" aithoad (.e., reductions only during
event hours) is more pronounced for the PTR pa#iti responders than for the control
group “responders” provides some reason to doudbettplanation. It is difficult to
develop alternative explanations (other than exesponse) for why the "responders™
have lower loads only during event hours on evegsd For example, if the method of
identifying responders were simply capturing custmsmwho were on vacation during
both events, we might expect loads to be lowerutinout the day, and not just during
the event hour¥’

The second explanation has to do with possibleoreafor finding control group
“responders” that actually reduced usage duringrafton hours on event days. That is,
the similarity of PTR and control-group respondediings could be consistent with the
findings of the process evaluation of the pilotjebhindicated some confusion on the
part of PTR participants about whether they shéudduce their use” during peak hours
on every day, on days that are unusually hot, &r @m days on which they are informed
that PTR events are called. Part of the reasothi®iconfusion may have to do with the
extensive publicity in California in recent yeaegarding the importance of reducing
usage on hot days that strain the power systenth tBe PTR pilot participants and
control group customers have been exposed to theseages. Perhaps a subset of
control group customers was responding to the oecae of unusually high
temperatures on the PTR event days and previoumcomations from SDG&E about
the importance of reducing peak-period usage oh dags, but without being aware of
the fact that PTR events were called.

4.1.6 Effect of optional event notification on esti mated load impacts

In addition to default notification by phone, PTRr{icipants were encouraged to sign up
to receive electronic notification of events thrbwegnail, text or cell phone. One

37 Also, for example, customers who set back thairrtostat every day during hours ending 12 thro@h 1
(the event window) would not be categorized aspoeslers" using our method, as there would be no
difference between event-day and non-event daysload
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hundred forty-nine pilot participants signed updoeive event notifications. To examine
potential effects of choice of event notificatiom garticipants’ usage reductions, or load
impacts, we combined customer-level informatiordates of signing up for notification
with the customer-level estimated load impacts alesd in Section 4.1.4.

The measure of estimated load impact was the caaifion the variable indicating the
August 28 and September 7 events. Given thoss,dagerestricted the list of “notified”
customers to those PTR-NT participants who sigrnegrior to the August 28 event.
This resulted in a total of 110 notified custome@.those, 19, or about 17 percent
appeared in our list of “event-responders” to thiwge events. Using information on
estimated load impacts and observed loads durmeg\bnt periods, we find that the 19
customers who requested notification and were ifledss event-responders reduced
event-period usage by 46 percent relative to tfexerce load. This is in contrast to the
41 percent load reduction by the overall respogdeup. Given the small numbers, it is
difficult to draw a definitive conclusion regardimghether the small subset of customers
who requested optional methods of notification wame or less likely to be classified
as event-responders or to have reduced usageitificantly greater amount than the
typical respondet®

4.1.7 Assessment of CRL-based estimated load impact s

This section contains an assessment of the retdipibetween load impacts as estimated
by the PTR program CRL baseline method, and asatd by thex postevaluation
regression methods. We begin by summarizing tie Bilbt load impacts and bill

credits as calculated by SDG&E. Table 4-7 provaeange of relevant statistics for
each event, and across events. As shown, eacimribv main body contains results for
one of the five PTR events. The three rows abtittom show totals or averages, as
appropriate, across three different sets of evepilktive events; all events excluding the
September 8 outage event; and the average ofrghéviio events, which is useful in
comparing results to our customer-level regresaiaalysis.

3 The process evaluation found little differencen®sin the notified customers and other customers in
terms of their event performance or their recoitetd about receiving notifications.
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The columns of the table show the following infotina:*

* The sum of estimated usage reductions during P ERtéwours, across all
customers for whom the usage changes relativest@€RL implied reductions
rather than increases;

* The number of participants who were found to hadriced usage during the
event;

» The amount of reduced usage as a percentage 6Rhdaseline load estimate;

» Total bill credits, calculated as $0.75 times théuced usage in the first column;

» Bill credits per “reducer”;

* The percentage of “reducers” relative to the totahber of PTR-NT participants;

* Reduced use per “reducer”; and

* Reduced use per participant.

Table 4-7: PTR-NT Usage Reductions and Bill Cred#t by CRL Calculations

Reduced Reduced Reduced
Usage Bill Credit Use per Use per

per CRL Num. of |% Reduced | Total Bill per Reducers as | Reducer Partic.

Event (kwWh) Reducers Usage Credits | Reducer | % of Partic. (kwh) (kwWh)
28-Aug-11 3,013 961 28% |$ 2260|$ 235 34% 3.1 1.1
07-Sep-11 3,801 1,201 27% |$ 2,851 (% 2.37 42% 3.2 1.3
08-Sep-11 12,478 2,452 39% |$ 9358|$% 3.82 86% 5.1 4.4
12-Oct-11 3,119 1,428 28% |$ 2339|$ 164 50% 2.2 1.1
13-Oct-11 3,919 1,564 30% |$ 2939|$ 1.88 54% 2.5 1.4
Total/Ave. 26,330 7,606 32% | $19,747|$ 2.60 53% 3.5 1.8
Total/Ave. (Excl 9/8) 13,852 5,154 28% | $10,389|$ 2.02 45% 2.7 1.2
Average for 8/28, 9/7 3,407 1,081 28% |$ 2555[% 2.36 38% 3.2 1.2

The estimated amount of reduced usage and therédlts are fairly consistent across
events, with the exception of the September 8 e¥entvhich the outage caused large
usage reductions relative to the CRL levels. Qérave the relatively small average
usage reductions and bill credits per reducer, lwhierage $2.00 per event, or $2.36 for
the first two events.

Also important to keep in mind is that these valigggesent simple sums or averages
across pilot participants, without regard to tisaimple weights. As such, they represent
the observed pilot-level usage reductions anccheidlits. However, they are not
representative of the population from which the glemvas drawn, as the sample
contains relatively more high-usage customers aistbmers in the sparsely populated
Mountain and Desert climate zones than their priigroin the population. As a result,
the values in the table likely overstate the usagdections and bill credits that would
apply to the actual population. For that reasamalgo calculated population-weighted
results for a subset of the factors shown in theetaThese are shown in Table 4-8.

% As described below, the values in this table regmesimple sums or averages across pilot partitipa
without regard to sample weights. Following thecdission of the table, we provide selected valugs t
are adjusted for population weights.
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Table 4-8: Alternative Estimates of PTR-NT Usage Bductions

Reduced
Reduced | Usage per
Usage Partic.
CRL-based (Unweighted) 3,407 1.20
CRL-based (Weighted) 2,059 0.72
Cust-level Regression (Wtd) 3,143 1.10
Cell-level Regression (Wtd) 890 0.31

Three sets of population-weighted usage changeshamen, along with un-weighted
values from the last line of Table 4-7, which apeaated in the first row. The two
metrics shown are total estimated reduced usagbdamverage of the first two PTR
events, and reduced usage per participant for tivsats. The second row in the table
shows usage reductions obtained by applying ap@temsample weights to the same
CRL-based estimates that were used as the bagisefornlues in Table 4-7. As
expected, the population-weighted usage reducaomsmaller than the un-weighted
values. The third row contains sample-weightedesibased on the customer-level
regressions described in the previous sub-seclitvese usage reductions are about fifty
percent larger than those estimated by the CRLibaseThe values in both of these
rows include results only for those participantovaine estimated to have reduced usage
during the two events, where that determinatianasle by the relevant estimation
method (.e., CRL baseline for the second row, and customeztlimgression for the

third row).

Finally, the last row shows comparable usage reslueistimates based on the cell-level
regressions specified in the form of differencesveen participant and control groups,
which were used to develop the postoad impacts described earlier. These are also
sample-weighted. However, they implicitly incluagage changes fatl participants,
including those who increased usage during PTRtsvdhis therefore not surprising
that the usage changes are smaller than for tles edsere only usage reductions were
included.

We were also asked to undertake a high-level cosgraof the customer-level usage
reductions estimated by the PTR program CRL me#mtithose estimated by the
customer-level regression methods. Given the aatiithe customer-level analysis using
daily observations on average hourly usage duhegtent window, the most readily
available metric for comparing the alternative segrof load impact methods is the
average event-hour load impact for the averaghefugust 28 and September 7 events.
Values for the CRL method are calculated from tB&&E pilot program database, and
values for the regression-based estimates are drawnour customer-level regression
model results.

Figure 4-8 shows both metrics, sorted by the |loagkict values based on the CRL
baseline method, where positive values represadtideductions. Two values are shown
for each participant, whose results are arrayedsadhe horizontal axis. The scattered
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points (squares) that surround the smooth curygagram estimates represent load
impacts estimated by our customer-level regressiodels. There is some degree of
apparent correlation between the two sources df ilm@act estimates, which is
investigated further in the next figure.

Figure 4-8: Relationship between PTR-NT load impas as estimated by program
method and M&E ex postevaluation —Average of August 28 and Sept. 7 Events
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Figure 4-9 shows the same data points as in Fgu#,ebut in a scatter diagram that
better clarifies the relationship between the tets ©f estimated load impacts. Labels in
the four quadrants of the figure indicate agreemsenlisagreement between the
estimated load reductions (positive values) and Inaereases (negative values). The
correlation between the two measures of load ingpadd.51, which is reflected in the
upward-sloping line in the figure. That is, it tlsto be the case that when the program
measurement indicates a usage reductiorgxtpmostestimate does as well. A
comparison of the percentage of cases of agreesmnendisagreement between the two
measures of usage changes produces the followsodise

Regression and CRL baseline both indicate usagadied 28%
Regression indicates Reduction, but CRL indicateselase 30%
Regression indicates Increase, but CRL indicatek&msn 6%

Regression and CRL baseline both indicate Increase 35%.

In summary, the regression method finds usage tedscfor the average of the August
28 and September 7 events for about 58 percentRfffarticipants. In about half of
those cases, the CRL baseline also indicates atiedubut in the other half it indicates a
usage increase. Finally, in most of the remaindeases, in which the regression
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method finds usage increases, the CRL baselinestimsame result. These results,
combined with the aggregate usage reductions slmowable 4-8, suggest that the
baseline loads implied by the regression-basedadeathe higher than those produced by
the CRL baseline method, and thus estimate usagetiens more frequently and in
greater amounts than does the CRL baseline method.

Figure 4-9: Scatter plot of PTR-NT load impacts agstimated by PTR program
method and M&E ex postevaluation —Average of August 28 and Sept. 7 Events
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4.2 Hourly PTR Load Impacts

The following tables and figures illustrate houelstimated load impacts for the PTR-NT
and PTR-SS participants for selected events, ifiaimeat required by the Protocols.
Spreadsheet-based table generators that displdy éval load impacts for each event and
climate zone, on a per-customer and aggregate, lmasigcluded as appendices. Table
4-9 shows results for the August 28 Sunday evehnilgw able 4-10 shows results for the
September 7 event, which can be considered a ‘dl/pitid-summer weekday event.

The tables show estimated reference loads, obséradd and estimated load impacts,
temperature, and uncertainty-adjusted load impdei&R event hours are shaded.

Figures 4-10 and 4-11 illustrate the tabular resuligraphic form, where load impacts
are shown against the right vertical axis, andtp@svalues represent load reductions.
PTR event hours are indicated by the vertical lings reported above, the estimated
load impacts over the seven-hour PTR events averagepercent of the reference load
for the August 28 event, and 4.5 percent for thet&eber 7 event.
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Table 4-9: Hourly Pilot-Level PTR-NT Loads and Loal Impacts —
August 28 Event

Observed
Estimated EventDay | Estimated Weighted

Reference Load Load Load Impact Average Uncertainty Adjusted Impact (kWh/ hr)- Percentiles

(kWh/hour) (kWhihour) | (kWh/hour) |Temperature (°F)|  10th%ile |  30th%ile 50th%ile 70th%ile

1 1,969 1,972 -2 70 -75 -32 -2 28 4l
2 1,736 1,762 -26 70 98 -56 -26 3 45
3 1,553 1,623 -70 70 -142 -100 -70 41 2
4 1,455 1,534 -79 69 -149 -108 -79 -50

5 1,417 1,480 -62 68 -131 -90 -62 -34 7
6 1,424 1,438 -14 68 -84 -43 -14 14 55
7 1,517 1,495 22 69 -45 -5 22 49 89
8 1,732 1,757 -24 72 92 -52 -24 3 43
9 2,108 2,154 -46 75 -112 -73 -46 -18 21
10 2,482 2,450 32 78 -33 5 32 58 96
11 2,819 2,735 84 80 20 58 84 110 147
12 3,052 2,956 96 80 33 70 96 122 159
13 3,359 3,174 186 83 121 159 186 212 250
14 3,539 3417 121 83 56 95 121 148 186
15 3,769 3,654 114 83 49 87 114 141 180
16 3,816 3,774 41 82 -23 15 41 68 106
17 3,730 3,765 -35 80 -99 -61 -35 -9 29
18 3,796 3,687 109 78 45 83 109 136 174
19 3,584 3,541 43 75 21 17 43 69 107
20 3,646 3,583 63 72 -3 36 63 89 128
21 3,631 3,622 9 4 -56 -18 9 36 74
22 3,295 3,237 58 70 -7 31 58 85 123
23 2,818 2,749 68 69 3 42 68 95 134
24 2,284 2,212 72 68 7 46 72 99 137

Estimated

Event Day Change in | Cooling Degree

Reference Energy] Energy Use | Energy Use | Hours (Base 75 Uncertainty Adjusted Impact (kWh/hour) - Percentiles
Use (kWh) (kWh) (kWh) oF) 10th 30t 50th
Daily 6453 | 63771t | 760 | 522 | wma | na | na | na n/a
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Figure 4-10: Hourly Pilot-Level PTR-NT Loads and Load Impacts —
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Table 4-10: Hourly Pilot-Level PTR-NT Loads and Lad Impacts —
September 7 Event

Observed
Estimated EventDay | Estimated Weighted

Reference Load Load Load Impact Average Uncertainty Adjusted Impact (kWh/ hr)- Percentiles

(kWh/hour) (kWhihour) | (kWh/hour) |Temperature (°F)|  10th%ile |  30th%ile 50th%ile 70th%ile

1 2,075 1,996 80 72 0 47 80 13 160
2 1,846 1,750 96 72 22 66 96 127 170
3 1,682 1,622 60 72 -16 29 60 91 137
4 1,546 1,554 -8 4l -83 -39 -8 23 67
5 1,504 1,513 -8 70 -83 -39 -8 22 67
6 1,623 1,612 10 70 60 -18 10 39 80
7 1,869 1,896 -27 4 93 -54 27 0 39
8 1,953 1,971 -18 77 91 -48 -18 12 55
9 2,031 1,940 91 82 20 62 91 120 162
10 2,217 2,128 89 87 16 59 89 119 162
11 2,573 2,467 105 89 37 77 105 134 174
12 2,925 2,774 151 90 80 122 151 180 222
13 3,322 3,145 177 89 109 149 177 205 245
14 3,518 3,339 179 89 111 151 179 206 246
15 3,630 3,491 139 87 73 112 139 166 205
16 3,860 3,638 222 88 156 195 222 250 289
17 3,954 3,784 170 88 99 141 170 199 240
18 4,077 3,968 109 86 39 81 109 138 180
19 4,072 3,993 80 83 8 50 80 109 151
20 4,232 4,086 146 81 63 12 146 180 228
21 4,227 4,157 69 79 -20 33 69 106 158
22 3,775 3,853 -78 78 -163 -113 -78 43 7
23 3,213 3,193 20 74 51 9 20 49 91
24 2,526 2,503 23 4l 43 -4 23 50 89

Estimated

Event Day Change in | Cooling Degree

Reference Energy] Energy Use | Energy Use | Hours (Base 75 Uncertainty Adjusted Impact (kWh/hour) - Percentiles
Use (kWh) (kWh) (kWh) oF) 10th 30t 50th
Daily 68252 | 66374 | 1877 | 1467 | wa | na | na | na n/a
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Figure 4-11: Hourly Pilot-Level PTR-NT Loads and Load Impacts —
September 7 Event
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Table 4-11 shows loads and load impacts for the-BSRparticipants in the Inland
climate zone for the August 28 PTR-only event, e/fiable 4-12 shows results for the
September 7 joint PTR and SS event. Figures Mil21&l3 illustrate the tabular results
in graphic form.
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Table 4-11: Hourly Pilot-Level PTR-SS Loads and Lad Impacts (Inland) —
August 28 Event

Observed
Estimated EventDay | Estimated Weighted
Reference Load Load Load Impact Average Uncertainty Adjusted Impact (kWh/hr)- Percentiles
(kWh/hour) (kWh/hour) | (kWh/hour) |Temperature (°F)
1 62 69 -7 69 -19 -12 -7 -2 6
2 49 57 -7 69 -19 -12 -7 -2 5
3 48 50 2 68 -14 7 2 3 10
4 45 45 0 67 -12 -5 0 5 12
5 45 42 3 68 -9 2 3 8 16
6 51 45 6 68 -7 1 6 1 19
7 51 46 5 69 -7 0 5 10 16
8 77 51 26 72 15 22 26 31 37
9 76 69 7 78 -4 3 7 1 18
10 107 94 14 80 4 10 14 18 24
11 122 109 13 83 2 8 13 17 23
12 131 132 -1 83 -10 5 -1 3 9
13 148 134 14 88 4 10 14 18 24
14 158 120 38 87 28 34 38 42 48
15 166 122 44 88 34 40 44 48 54
16 180 127 53 86 43 49 53 57 63
17 182 126 56 84 46 52 56 60 66
18 183 143 39 81 29 35 39 43 49
19 140 159 -19 77 -29 -23 -19 -15 9
20 137 148 -11 74 22 -16 -1 -7 -1
21 116 128 -11 72 -22 -15 -1 -7 -1
22 100 100 0 69 -10 -4 0 4 10
23 83 86 -3 69 -13 -7 -3 1 8
24 77 67 10 67 -1 5 10 14 20

Estimated
Event Day Change in | Cooling Degree

Energy Use | Hours (Base 75
Use (kWh) (kWh) (kWh)

Daily 2,534 2,268 266 89.7 n/a n/a na | na | na
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Figure 4-12: Hourly Pilot-Level PTR-SS Loads and bad Impacts (Inland) —
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Table 4-12: Hourly Pilot-Level PTR-SS Loads and Lad Impacts (Inland) —
September 7 Event

Observed
Estimated EventDay | Estimated Weighted
Reference Load Load Load Impact Average Uncertainty Adjusted Impact (kWh/ hr)- Percentiles
(kWh/hour) (kWh/hour) | (kWh/hour) |Temperature (°F)
1 58 58 -1 Il -13 -6 -1 5 12
2 55 55 0 7 -1 -4 0 5 12
3 56 54 2 Il -10 -3 2 7 15
4 49 45 5 70 -8 -1 5 10 17
5 50 42 7 70 -6 2 7 13 21
6 54 46 9 68 -3 4 9 13 20
7 53 56 2 70 -13 -7 -2 2 8
8 67 60 7 77 -4 2 7 1 17
9 62 69 -7 83 -18 -12 -7 -3 4
10 81 80 1 89 -1 -4 1 6 13
11 113 102 1 92 0 7 1 16 23
12 139 118 21 96 9 16 21 26 33
13 149 122 27 95 16 23 27 32 38
14 145 133 12 95 1 8 12 16 23
15 109 91 18 93 8 14 18 22 28
16 122 85 37 92 27 33 37 41 47
17 122 82 40 91 30 36 40 45 51
18 90 90 0 88 -1 -4 0 4 1
19 156 134 21 82 11 17 21 26 32
20 159 172 -13 80 24 -17 -13 -8 -1
21 154 169 -15 77 27 -20 -15 -1 -4
22 138 127 1 76 -1 6 1 16 23
23 110 90 20 74 9 16 20 25 31
24 88 70 18 69 8 14 18 22 29

Estimated

Event Day Change in | Cooling Degree

Reference Energy] Energy Use | Energy Use | Hours (Base 75 Uncertainty Adjusted Impact (kWh/hour) - Percentiles
Use (kWh) (kWh) (kWh) oF) 10th 30th 50th
Daily 2379 | 219 | 20 | 1818 | mwa | na | nma | na n/a
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Figure 4-13: Hourly Pilot-Level PTR-SS Loads and bad Impacts (Inland) —
September 7 Event
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5. Validity Assessment

We examined several methods for estimaérgostioad impacts. First, we estimated
the typical customer-level regression models inclwldach customer's non-event day
loads (controlling for differences in day-type amelather conditions) serve as the event-
day reference loads. Because of the absence obme¢vent days, this approach
produced results that were not reasonable basedraeview of the raw observed load
data. The presence of a control group gave uliekibility to try alternative approaches.
We first examined whether we could estimate loapaicts by simply comparing PTR
and control-group customer loads. Because of gmersstent differences in non-event
day loads between the two groups, we determinddhisaapproach was not ideal.

In our implemented approach, we estimate load itspgaased on the difference between
PTR and control-group customer loads, controllimgdifferences in usage levels and
patterns across day types, months, and varyingheeaonditions. The remainder of this
section describes the performance of these models.

Table 5-1 shows the R-squared values for eacheodé¢h-level models used to estimate
ex postoad impacts. Many of these values appear somdahvacompared to the
R-squared values obtained in models oflvel of customer usage. In those models, the
daily patterns and effects of weather are somevdtatlar, so R-squared values in excess
of 0.95 are common. In this case, where we estimiavers of thalifferencebetween

the level of treatment and control usage, the tffare less regular. Even so, it is clear
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from the results that the models are effectiveantimlling for differences between PTR
and control-group usage patterns, as the R-sqwated (averaged across cells using
population weights) is 0.346 with the non-evenialales included, but 0.063 with only
the event variables in the model.

Table 5-1: R-squared Values fromEx postLoad Impact Regression Models of
Differences between Participant and Control Group loads

Sample Cell R? NT Model | R? SS Model
Coastal, High Use 0.535 n/a
Coastal, Medium Use 0.249 n/a
Coastal, Low Use 0.345 n/a
Mountain, High Use 0.499 n/a
Mountain, Medium Use 0.280 n/a
Mountain, Low Use 0.269 n/a
Desert, High Use 0.740 n/a
Desert, Medium Use 0.327 n/a
Desert, Low Use 0.753 n/a
Inland, High Use 0.328 0.396
Inland, Medium Use 0.419 0.373
Inland, Low Use 0.343 n/a

We conducted additional tests in order to demotestree predictive accuracy of the
regression models. To do so, we selected fivenbptevent days to serve as proxies for
event day4? That is, the ability of the model to accuratefgdict the difference

between PTR and control-group loads on these daysb@ indicative of its ability to
perform well on event days (for which we do notd&tve "true" answer).

For each cell (of which there are 12 for NT an@#2SS), we estimate five models. In
each of these models, one of the five "test” daysithheld from the sample, and the
estimated model parameters are used to predictsthge difference.€., the dependent
variable) for that day. The difference betweendhsgerved value and the predicted value
for the test days provides a means of assessingadkel's accuracy.

Figure 5-1 graphs the predicted versus actual sdlredifferences between PTR-NT and
Control-NT {.e., non-Summer Saver) customers, where the resatavaraged across
the five test days and all cells (using sample sy The same information is presented
in tabular form in Table 5-2. The average preditirror during the event window is
0.003 kW. This error is quite small compared ® délwerage estimated load impact from
September 7 of 0.056 kW.

“° The selected days are: July 7, July 25, Augusijust 2, and August 25. As noted in Section th8,
hottest days were all event days, so these "tests dere selected from the next-hottest group gé.da
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Figure 5-1: Predicted versus actual difference beteen PTR and
control-group usage, NT customers
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Table 5-2: Predicted versus actual difference betvem PTR and
control-group usage, NT customers

Hour Ending | Observed | Predicted
12 0.033 0.036
13 0.046 0.049
14 0.035 0.039
15 0.018 0.027
16 0.017 0.024
17 0.021 0.021
18 0.026 0.018

Average 0.028 0.031

Number of customers by group:

PTR-NT = 2,907

Control-NT = 2,240

Figure 5-2 presents the results for the medium-hagid-use Summer Saver customers in
the Inland region. The same information is preseirt tabular form in Table 5-3. In

this case, the results indicate a larger errordateng the event window of 0.029 kW.
However, the average error is still low comparethmestimated load impact on
September 7 of 0.36 kW. In addition, a substapiation of the error appears to be due
to a bad prediction on only one of the test daysgi#st 2). In the absence of this day, the
average event-hour error is reduced to 0.006 kW.
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Figure 5-2: Predicted versus actual difference beteen PTR and
control-group usage, SS customers
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Table 5-3: Predicted versus actual difference betvem PTR and control-group
usage, SS customers

Hour Ending | Observed | Predicted
12 0.180 0.146
13 0.176 0.093
14 0.110 0.130
15 0.071 0.047
16 -0.087 -0.016
17 -0.145 0.005
18 -0.156 -0.055

Average 0.021 0.050

Number of customers by group:

PTR-SS =61

Control-SS = 50

The specification tests described in this sectnaicate that the methods used to estimate
theex postoad impacts are reliable.
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6. Ex Ante Load Impact Forecasts

The ex-ante forecast for PTR in 2011 is uniquetdU@DG&E’s plans to automatically
enroll all of its approximately 1.2 million resid&d customers (with limited exceptions)
in the program beginning in June 2012, under tmeend&educe Your Use Rewards.” In
this firstex anteforecast for the program, SDG&E is assuming tladit &f the enrolled
customers will becomawareof the program, and thus be likely to reduce usegen
events are called. This section provides load ohfmecasts under those assumptions,
using information from the ex post evaluation andsome cases, the California
Statewide Pricing Pilot (SPP) conducted in 200320@#%4. This section describes the
anteload impact requirements, methods used, assunspti@ae, and the resulting load
impact forecast$"

6.1 Ex Ante Load Impact Requirements

The DR Load Impact Evaluation Protocols require boaurly load impact forecasts for
event-based DR resources must be reported at dlgegon level and by Local Capacity
Area (LCA)* for the following scenarios:

* For atypical event day in each year; and
* For the monthly system peak load day in each mfamttvhich the resource is
available;

under both:

* 1-in-2 weather-year conditions, and
* 1-in-10 weather-year conditions.

at both:

* the program leveli., in which only the program in question is calleah)d
» the portfolio level i.e., in which all demand response programs are called)

6.2 Description of Methods

This section describes the methods used to devefepence loads for the relevant
customer base and event day-types, and to developmage load impacts for a typical
event day.

6.2.1 Development of Reference Loads and Load Impac ts

Reference loads and load impacts for all of theired factors were developed in the
following series of steps:

1. Define data sources

1 Ex ante load impacts are provided only for PTRdWStomers due to the small number of PTR-SS
customers that participated in the pilot, and et that a separate evaluation of Summer Saver is
conducted.

*2 SDG&E's entire service area is considered to beldDA.
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Estimate ex ante regressions and simulate refefeads by cell and scenario
Calculate percentage load impacts by cell

Apply percentage load impacts to the referencedoad

Scale the reference loads using enroliment forecast

abkrown

Each of these steps is described below.

Define data sources

Reference loads are developed using data for cessoemrolled in the PTR pilot during
2011. The percentage load impacts that are apidte reference loads to create hourly
load impacts are based upon a combination oéxheostoad impacts from the 2011 ex
post evaluation and simulations using the SPP ilopact model$®

Simulate reference loads

In order to develop reference loads, we first riaveed regression equations for the
average customer in each cell defined by climatezdeparate equations were
estimated for the summer months of May through Batoand for the remaining non-
summer months. These equations were then useaitase reference loads by
customer type under the various scenarios reqbiyetie Protocolsd.g, the typical
event day in a 1-in-2 weather year).

For the summer months, the re-estimated regressjoations were similar in design to
theex postoad impact equations described in Section 3.@gegixthat they were
estimated for levels of hourly usage by particisaather than for differences relative to
control group customers.

Because PTR events may be called in any montheofehr, we estimated separate
regression models to allow us to simulate non-sumaference loads. The non-summer
model is shown below.

24 24 24 24
Q =a+d (b xh, xCDD,)+ " (b xh, xHDD,) + 3" (6" xh , xMON,) + 3" (b xh, xFRI,)
i=1

i=1 i=2 i=2

24 7
+> (0" xh )+ (B°TExXDTYPE,) + > (BY"™ xMONTH, ) +¢
i=2 i=2

i=+512

In this equationQ); represents the demand in hodor a customer enrolled in PTR prior
to the last event date; thés are estimated parametetts; is a dummy variable for hour
i; CDDy is cooling degree daystDD:; is heating degree da§SMON; is a dummy
variable for MondayFRI; is a dummy variable for FridalpTYPE; is a series of dummy

*3 The California SPP included a voluntary CPP rataésidential and small commercial customers, as
well as a TOU rate, an information-only componant] a residential enabling technology component.
Customers’ price response was modeled by a demadelrfor which an elasticity of substitution and
overall elasticity were estimated. In this studg, used the relevant model for voluntary CPP.

** Heating degree days (HDD) was defined as MAX@D;-@MaxT + MinT) / 2], where MaxT is the daily
maximum temperature and MinT is the daily minim@mperature, both expressed in degrees Fahrenheit.
Customer-specific HDD values are calculated usetg fom the most appropriate weather station.
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variables for each day of the wedk©NTH; is a series of dummy variables for each
month; andk is the error term.

Once these models were estimated, we simulatesb@dkbad profiles for each required
scenario. The typical event day was assumed taor @cAugust. Much of the
differences across scenarios can be attributedrgng weather conditions.

Calculate forecast percentage load impacts

The primary basis for the ex ante percentage loguhcts is the ex post load impacts
from the Septembef™event day. This event day is most representafiveir

expectation for future event days. The other edays were unusual for various reasons
(occurring on a weekend, during an outage, or duaimunusually hot period in

October).

To account for the effect of changing weather ctoois and seasons on customer price
responsiveness, we varied the hourly percentageitopacts from Septembef Tising

the estimated elasticity of substitution equatifsas the SPP. In those equations, the
elasticity of substitution varies with the weatlkenditions (the difference between peak
and off-peak cooling degree hours), the centrat@iditioning saturation rate, and
season (summer, winter, and “inner” winter).

Using these SPP equations, we simulated the etgsifcsubstitution for the September
7" event day using the conditions from that day. thém performed the same
calculation for each of the Protocol scenariose Mburly percentage load impacts for
each Protocol scenario were then calculated asxipost Septembef"percentage load
impacts multiplied by the ratio of the SPP elastiof substitution for the Protocol day
divided by the value for Septembét. 7

In addition, the percentage load impacts were &eljut® account for differences in
historical and forecast customer awareness. Tihidpwe multiplied the percentage load
impact by the ratio of forecast awareness (whidDipercent throughout the forecast
period) to the awareness rate of 63 percent estiriat Research Into Action in the
process evaluation of the pilot.

In equation form:
%Ly = (& 1 &>°P) x (Awarée / Aware®™) x %LI,>P’

In this equation%LlI," is the percentage load impact in hbwf Protocol scenari®; &
is the elasticity of substitution calculated frane SPP for Protocol scenafo &>%"’is
the elasticity of substitution calculated from 8P for the conditions on the September
7™ event dayAward is the forecast awareness ratejare°*! is the awareness rate
estimated for 2011; arfbL1,>*"’is the ex post percentage load impact estimateldior

h of the September™event day. During the summer months, the adjustrfaetor & /
&%) ranges from 0.777 to 1.032. During the non-summenths, it ranges from 0.258

to 0.559.

63 CA Energy Consulting



The uncertainty-adjusted scenarios of load impaet® developed directly from the ex
post load impacts scenarios from the SeptemBeveént. That is, the percentage load
impacts for each of the 030", 50", 70", and 98 scenarios from that event day were
adjusted using thg, ratio method described above.

Finally, the percentage load impacts are shifteactmunt for the event windows
required by the Protocols, which are 1:00 to 6:00.grom April through October and
4:00 to 9:00 p.m. in all other months. The evemdow is reduced from the historical
window of seven hours to the forecast window o&fhours as follows: thé'2and 3
hours of the historical window are averaged togetéorm the 2 hour of the forecast
window; and the % and %" hours of the historical window are averaged togetb form
the 3% hour of the forecast window. To account for tiheing of the window, the load
impacts are shifted back two hours (for April thgauOctober) to four hours (for all other
months), with zero load impact values insertedhatieginning of the day.

Apply percentage load impacts to reference loadedah event scenarioln this step,
the percentage load impacts were applied to tlezaete loads for each scenario to
produce all of the required reference loads, esdthavent-day loads, and scenarios of
load impacts.

Apply forecast enroliments to produce program-ldéeatl impacts SDG&E provided
enrollment forecasts representing the eligibledesiial customers who will be
automatically enrolled in PTR, and assumptionsnadigg the percentage of “aware”
customers (50%). Program-level results were obthlyy aggregating results across
cells.

6.3 Enrollment Forecasts

Table 6-1 shows enrollment forecasts provided b&B, which represent forecasts of
numbers of residential customers. The followingfisa describes the resulting reference
loads and ex ante load impact forecasts. Dettaleles of all results required by the
Protocols are provided in associated appendices.
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Table 6-1: PTR Enrollment Forecast

Residential Awareness Aware
Year Customers forecast PTR | Customers
2012 1,242,221 50% 621,111
2013 1,253,235 50% 626,617
2014 1,267,145 50% 633,572
2015 1,282,580 50% 641,290
2016 1,298,021 50% 649,010
2017 1,313,097 50% 656,549
2018 1,327,797 50% 663,898
2019 1,342,345 50% 671,173
2020 1,356,822 50% 678,411
2021 1,371,138 50% 685,569

6.4 Reference Loads and Load Impacts

We provide the following illustrative informatioegarding the load impact forecasts,
including the hourly profile of reference loads dodd impacts for typical event days;
and the pattern of estimate load impacts acrosshmorfigure 6-1 shows estimated
reference load, event-day load, and load impaight(axis) for the average enrolled PTR
customer on the August peak day in 2014 in the-2aveather scenario. Following the
pattern ofex postoad impacts, the estimated load reductions exsentewhat beyond
theex anteevent window of 1 p.m. to 6 p.m. (shown by theticat lines).

Figure 6-1: PTR Reference Load and Load Impacts peEnrolled Customer —
(August Peak Day; 2014; 1-in-2 Weather Scenario)

1.20 0.10
—&—Estimated Reference Load (kWh/hr)
=l — Estimated Event-Day Load (kWh/hr) / = 4
—&— Estimated Load Impact (kWh/hr) m
1.00 o 0.08
/
- -
g
P 0.80 + 0.06
54
o
-
kel
= :
Q
7] @2
S 0.60 A 004 §
2 £
f= -
< /\/ =
g g
-
8
§ 0.40 T 0.02
L
9]
'3
0.20 |- y 'A\‘(.l / 0.00
0.00 T T T T T T T T T T T T T T T T T T T T T T T -0.02

i1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Hours

65 CA Energy Consulting



Table 6-2 reports program-level average event-bisage reductions by month and year,
for 1-in-2 weather years, in units of MW. Usagduetions are greatest during the
summer months set off by the top two horizontadift Aggregate usage reductions
grow somewhat over time along with numbers of msiidl customers. Figure 6-2
illustrates the pattern of average event-hour logzhcts across months in 2014 in a 1-in-
2 weather year. As noted above, estimated loaddispare greatest during summer
months, reaching their highest level in September.

Table 6-2: PTR Program-Level Average Event-Hour Lod Impacts --
by Month and Year; 1-in-2 Weather Scenario (MW)

Month / Year 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021
January Peak 15.0 151 153 155 15.7 15.8 16.0 16.2 16.4 16.5
February Peak 15.8 16.0 16.1 16.3 16.5 16.7 16.9 171 17.3 17.5
March Peak 11.6 11.7 11.8 11.9 121 12.2 124 125 12.6 12.8
April Peak 14.4 14.5 14.7 14.9 15.1 15.2 154 15.6 15.7 15.9
May Peak 26.2 26.5 26.7 27.1 27.4 27.7 28.0 28.3 28.6 28.9
June Peak 26.1 26.3 26.6 27.0 27.3 27.6 27.9 28.2 28.5 28.8
July Peak 40.4 40.8 41.2 41.7 42.2 42.7 43.2 43.7 44.2 44.6
August Peak 42.1 425 42.9 435 44.0 445 45.0 455 46.0 46.5
September Peak 44.8 45.2 45.7 46.3 46.8 47.4 47.9 48.4 48.9 49.5
October Peak 36.8 37.2 37.6 38.0 38.5 38.9 39.4 39.8 40.2 40.7
November Peak 8.8 8.9 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7
December Peak 18.0 18.2 18.4 18.6 18.9 19.1 19.3 19.5 19.7 19.9
Typical Event Day 41.4 41.8 42.2 42.7 43.3 43.8 44.3 44.7 45.2 45.7

Figure 6-2: PTR Program-Level Average Event-Hour Lad Impacts:
by Monthly Peak Day(2014; 1-in-2 Weather Scenarit)
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“5 Averages are taken over hours 1 p.m. to 6 p.muimmer months, and 4 p.m. to 9 p.m. in non-summer
months.
6 Ex anteevent hours are 1 p.m. — 6 p.m. in summer and¥ 9 p.m. in non-summer months.
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All of the tables required by the DR Protocols previded in an Appendix.

7. Conclusions and Recommendations

This evaluation was complicated by the unusualattaristics of the five 2011 PTR
event days. For example, events were called angally all of the hot days of the
summer; one of the events that would otherwise Ipaceided useful data was
interrupted by a system-wide outage; and two oftrents were called in mid-October,
when air conditioning use patterns appear to detérstantially from those of the core
summer months. On the positive side, the evalnatias greatly facilitated by the
presence of a representative control group of austs similar to the PTR patrticipants,
which provided valuable information on what PTRdsédikely would have been on the
high-temperature event days had the events notdsdkeal.

Some of these factors do not lead directly to revendations for future program years.
For example, we do not recommend that SDG&E caktvtent days in such a way as to
facilitateex postoad impact evaluationg g, by not calling events on some of the very
hot days). At the same time, under different weagatterns at least some non-event
days may be available that are more similar teethent days than in 2011. In addition, it
may be difficult or impossible to maintain a cohgooup in future years as PTR is rolled
out as an automatic enrollment program. Any custsrwithheld from PTR would

likely become aware of event-days given SDG&E'drteenotify all of its residential
customers, thus limiting their value as memberarofinaffected control group.

It is quite possible that the issues we encounttiedyear will not be present in future
program years. For example, as more customeadaied to PTR, the precision of the
estimated load impacts will improve, thus allowfogthe estimation of even relatively
small impacts. In addition, the magnitude of th&d impacts themselves may be
expected to improve as awareness and educatiols knesincreased over time. Either of
these conditions would facilitate the estimatioriutfireex postoad impacts.

Finally, based on the results of the comparisonssafje changes that are estimated by
the regression-based approach and by the progrdob@seline method, we suggest that
it would be useful to conduct a separate studheftaseline issue for measuring PTR
usage changes. This would involve a more detaihegstigation of the usage patterns of
the PTR pilot customers than was possible withentitme and resources of this
evaluation, and an evaluation of alternative baseaiethods, including day-of
adjustments, that might more accurately measurgeusaanges.

Appendices

The following Appendices accompany this report.Heigca Microsoft Excel file that can
produce theex postables required by the Protocols.

Appendix A:Ex postLoad Impact Tables (PTR-NT)
Appendix B:Ex postLoad Impact Tables (PTR-SS)
Appendix C:Ex anteLoad Impact Tables
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